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ABSTRACT

Nuclear magnetic resonance measurements provide
useful insight into pore-scale properties of porous media.
One influence affecting the measurement is inhomogeneity
in the static background magnetic field (B0). This inhomo-
geneity can significantly alter the relaxation signal and
potentially obscure pore-scale information. To improve
the understanding of this effect on the free-induction decay
(FID), a measurement still commonly used in practice, a
novel methodology is developed to estimate the statistical
distribution of B0. A suite of preparatory pulse sequences
is developed to encode information about the B0 field in
the initial amplitude and phase of the FID following each
sequence and an inversion is employed to predict the stat-
istical distribution of B0. Knowledge of the B0 distribution is
then used to correct for the impact of B0 inhomogeneity on
the FID measurement; this is essential for improving the use-
fulness of FID measurements for the estimation of pore-
scale properties. Results are presented for both numerical
and laboratory studies verifying the feasibility of the devel-
oped methodology in a controlled laboratory environment,
and demonstrating that knowledge of the statistical distribu-
tion of B0 is sufficient to estimate the impact of B0 inhomo-
geneity on the FID in cases where B0 inhomogeneity causes
less than an order of magnitude decrease in the relaxation
times governing the FID.

INTRODUCTION

The growing dependence of many populations on groundwater
demands improvements in techniques that can quantify the volume
of producible groundwater, and provide information needed for the
development of sustainable management strategies. The nuclear

magnetic resonance (NMR) method is a powerful geophysical tech-
nique for aquifer characterization using logging and surface-based
methods, with the distinct advantage of providing direct sensitivity
to water content.
The NMR technique exploits the nuclear spin magnetic moment

(spin) of the hydrogen nuclei contained in water molecules. In a
background magnetic field (B0), these spins tend to preferentially
align along the B0-direction, resulting in the formation of a net mag-
netization. The NMR experiment involves perturbing this magneti-
zation through the application of a secondary magnetic field (B1)
and the subsequent monitoring of its return to equilibrium. The am-
plitude of the measured signal gives insight into water content
(equal to porosity in saturated material), while the signal decay
contains the information about the pore-scale geometry desired
for aquifer characterization.
The simplest experiment involves measuring the voltage induced

by the magnetization after a single perturbing B1 pulse, called a
free-induction decay (FID). The FID is controlled by the relaxation
time T2�. The problem with T2� is that it may be significantly af-
fected by B0 inhomogeneity (Bloom, 1955), which occurs naturally
due to magnetic susceptibility contrasts in the subsurface (Hurli-
mann, 1998). In some cases, the impact of B0 inhomogeneity is
so dominant that T2� loses its connection to the pore geometry
(Grunewald and Knight, 2012), and thus has limited value for aqui-
fer characterization.
Techniques such as the spin-echo (Hahn, 1950) or CPMG

(named after the authors; Carr and Purcell, 1954; Meiboom and
Gill, 1958) and inversion-recovery (Callaghan, 1991) pulse sequen-
ces may be used to reduce or eliminate the affect of B0 inhomoge-
neity. This results in the measurement of the relaxation time T2 or
T1, respectively, both of which are closely tied to pore-scale geom-
etry. NMR-logging measurements of T2 are widely used in the
petroleum industry to estimate properties such as pore size and per-
meability (Seevers, 1966; Timur, 1968; Kenyon, 1988; Coates,
1991), and more recently used to obtain estimates of hydraulic con-
ductivity in unconsolidated aquifers (Dlubac et al., 2013; Walsh
et al., 2013). However, for the surface NMR technique (Legchenko
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and Sushakov, 1998; Legchenko and Valla, 2002), use of the FID to
measure T2� remains common because it provides a fast measure-
ment with a high-density time sampling and the ability to measure
the fastest relaxation times, compared with techniques to measure
T2 or T1 directly. A methodology designed to complement the FID
measurement and address its heightened sensitivity to B0 inhomo-
geneity could therefore exploit these advantageous features while
potentially improving the FID’s utility for the estimation of pore-
scale properties. We present a proof of concept study in a controlled
laboratory environment demonstrating a novel methodology to
characterize the influence of B0 inhomogeneity on FID measure-
ments, addressing a major concern with FID measurements. The
hypothesis we wish to test is: By quantifying the statistical distri-
bution of B0 we can correct for the impact of B0 inhomogeneity
on T2�.
We test this hypothesis by conducting a series of laboratory ex-

periments on water samples doped with FeSO4. By studying sam-
ples of varying concentrations of FeSO4, the relative impact of B0

inhomogeneity on T2� is different for each sample. As all samples
are liquid and are measured with the same laboratory instrument, we
can presume that the statistical distribution of B0 will remain con-
stant, thus providing a simple system for testing of our hypothesis.
To quantify the statistical distribution of B0, we develop a novel
methodology using a preparatory pulse sequence, consisting of
two pulses separated by a delay time, to encode information about
B0 inhomogeneity in the amplitude and phase of the following FID.
We invert the FID amplitudes and phases measured after a suite of
preparatory sequences to obtain an estimate of the statistical distri-
bution of B0, and quantify its impact on the FID. A key difference
between this methodology and other techniques used to characterize
B0 (Hurlimann, 1998; Sun and Dunn, 2002) is that this method es-
timates the magnitudes of B0 and not gradients in B0. Knowledge of
the gradients in B0 is essential for characterizing the influence of B0

inhomogeneity in the spin-echo and CPMG pulse sequences, but as
we are concerned with the FID, knowledge of the statistical distri-
bution is necessary. A comparison between relaxation times esti-
mated after correcting T2� for the impact of B0 heterogeneity
and T2 is presented to demonstrate that knowledge of the statistical
distribution of B0 is sufficient to correct for the impact of B0 inho-
mogeneity on the FID.

BACKGROUND

Effect of inhomogeneous B0 on relaxation

In this article, we treat the dynamics of the magnetization clas-
sically, which allows us to represent the magnetization originating
from an ensemble of spins as a single vector M. The return of the
magnetization M to equilibrium following perturbation by a B1

pulse (called relaxation) involves the decay of the transverse mag-
netization (the component transverse to the B0-direction) and the
regrowth of the longitudinal magnetization (the component parallel
to the B0-direction). The decay and regrowth are modeled as expo-
nential processes each controlled by different time constants: T2

controls the relaxation of the transverse component and T1 the
longitudinal component. As the transverse component decays, it
precesses about the B0 direction at the Larmor frequency, ω0, which
depends on the magnitude of the B0 field and the gyromagnetic ratio
γðjω0j ¼ jγB0jÞ. The precession allows the magnitude of the trans-
verse component to be measured inductively using a coil.

In a homogeneous B0 field, regardless of the data acquisition
technique used (spin-echo, CPMG, FID), the decay of the trans-
verse component is controlled by T2. This term is affected by bulk
relaxation of spins contained in the fluid (Slichter, 1980) and sur-
face relaxation occurring due to interactions between spins and the
grain boundaries (Brownstein and Tarr, 1979). In practice, it is often
assumed that the T2 relaxation is dominated by surface relaxation.
In this limit, called the fast-diffusion limit, T2 is given by equation 1
(Cohen and Mendelsen, 1982):

1

T2

¼ ρ
S
V
; (1)

where ρ is called the surface relaxivity, a parameter governing the
ability of the grain surface to promote relaxation (Brownstein and
Tarr, 1979; Godefroy et al., 2001). The S∕V term is the surface-
area-to-volume ratio of the pore space, which provides the link
between relaxation times and pore geometry.
In an inhomogeneous B0 field, which occurs naturally due to

magnetic susceptibility contrasts in the subsurface (Hurlimann,
1998), this link to S∕V is complicated by the presence of an addi-
tional mechanism that accelerates the measured decay (Hahn,
1950). Spins at different spatial locations are subject to different
magnitudes of the B0 field and therefore precess at different Larmor
frequencies. As time progresses, the spins accumulate different
phase shifts and the resulting dephasing enhances the decay. When
no attempt to mitigate this dephasing is made, such as in the FID
measurement, the decay is described by the effective relaxation
time T2�,

1

T2�
¼ 1

T2

þ 1

T2IH
. (2)

The T2IH term describes all signal loss related to B0 inhomogeneity.
It depends on the statistical distribution of B0 experienced by the
spins during the course of the NMR experiment. To illustrate how
T2IH can impact the relationship between T2� and pore size, con-
sider Figure 1, which summarizes the results of Figure 4 in Grune-
wald and Knight (2012). At low susceptibilities (∼5 10−6 cgs, eg.,
quartz), corresponding to weak T2IH , T2� approximates T2 well
over a wide range of pore sizes, providing a strong connection
to pore size. At medium susceptibilities (∼100 × 10−6 cgs, pyrite)
T2� only approximates T2 over a limited range of pore sizes. As
such, at large pore sizes (small S∕V) the influence of T2IH results
in T2� not being reflective of pore size. At higher susceptibilities
(∼1000 × 10−6 cgs, hematite), T2IH becomes dominant and T2� is
no longer a good indicator of pore size. This highlights that it is the
relative magnitudes of T2IH and T2 that determine whether or not
T2� is a good indicator of pore size.
To quantify the potential impact of T2IH on T2�, consider an ex-

ample of a soil containing 0.1% magnetite. We estimate the bulk
susceptibility of this soil to be∼200 × 10−6 cgs using the empirical
relationship k ¼ 0.0026 � V1.11 (Grant and West, 1965), where k
is the magnetic susceptibility (cgs) and V is the volume percent
of magnetite. The B0 bandwidth (at Earth’s field, where
B0 ∼ 2 kHz) due to the susceptibility contrast between the 0.1%
magnetite soil and water can be approximated to be 1.5 Hz, corre-
sponding to a T2IH of roughly 210 ms (Chen et al., 2005). Given
typical T2 values of 50, 100, 200, and 300 ms, when combined with
a T2IH of this magnitude (210 ms) equation 2 states that T2� would
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underestimate T2 by 19%, 32%, 49%, and 59% in each case. This
magnitude of discrepancy could lead to significantly underesti-
mated pore sizes and permeability despite the seemingly narrow
B0 bandwidth. Several field studies have noted this bias, where
T2� has been observed to underestimate T2 (Muller et al., 2005;
Plata and Rubio, 2008; Roy et al., 2008). Furthermore, as the B0

bandwidth increases, T2IH also increases and the underestimation
will be even greater. We therefore require an understanding of
the B0 field before we can use T2� to infer pore geometry
(S∕V) information.
When the FID is modeled in the time domain as an exponential

decay controlled by the relaxation time T2�, it is implicitly assumed
that the statistical distribution of B0 is Lorentzian because the
Fourier transform of a Lorentzian distribution (which describes
the dephasing) is an exponential function. In the case of an arbitrary
B0 distribution, the FID is described by equation 3 (Yablonskiy and
Haacke, 1994; Grunewald and Knight, 2011):

MðtÞ ¼ M0hðtÞe−t∕T2 ; (3)

where MðtÞ and M0 are the amplitude at time t and the initial am-
plitude of the FID, respectively. The hðtÞ function describes the de-
phasing due to B0 inhomogeneity. The exponential term (controlled
by T2) describes the decay that would occur given a homogeneous
B0. Equation 3 is valid when diffusion is neglected, but remains an
appropriate approximation for the case where the length scale of B0

variation is larger than the diffusion length. In this limit, hðtÞ is the
Fourier transform of the statistical distribution of B0 (Yablonskiy
and Haacke, 1994). Unless B0 is characterized, hðtÞ remains an un-
known and the connection to pore geometry unclear.

Effect of inhomogeneous B0 on excitation

In addition to impacting the measured decay rate, B0 inhomoge-
neity affects the ability of the applied B1 pulse to perturb the
magnetization due to a mechanism called off-resonance effects
(Walbrecker et al., 2011). Off-resonance effects occur due to an
offset between the Larmor frequency, ω0, and the frequency of

the applied B1 field, ω. To illustrate this effect, it is beneficial to
consider the excitation process in a reference frame rotating at
ω. In this frame, the effective magnetic field during excitation
Beff is given by equation 4 (Levitt, 2006):

Beff ¼
�
B0 −

ω

γ

�
ẑþ B1x̂; (4)

where we have oriented the rotating frame with the z-direction along
B0. The phase of the B1 pulse determines its orientation in the ro-
tating frame; here, we align the frame so a B1 pulse of phase zero
points in the x-direction, such as given in equation 4. The Beff field
induces a torque on the magnetization,M, leading to the nutation of
M about the Beff axis, at a rate proportional to the magnitude of Beff .
In the on-resonance situation (ω ¼ ω0), the z-component of Beff

vanishes (B0 − ω∕γ ¼ 0). In this case, Beff is equal to the applied
B1. This induces a nutation of M (in the rotating frame) through a
flip angle θ ¼ γB1τ about an axis oriented along B1; where τ is the
length of the B1 pulse. Experimental control of the duration and
phase of B1 allows the angle through which M is rotated and
the orientation of the rotation axis, respectively, to be manipulated
precisely. If the excitation is off resonance (ω ≠ ω0), there remains a
residual z-component to Beff (B0 − ω∕γ ≠ 0 in equation 4).
To demonstrate the impact of off-resonance effects, consider Fig-

ure 2, which shows on-resonance and off-resonance excitation due
to a nominal π∕2−x pulse, respectively. Note that the subscript de-
notes the axis along which B1 is oriented in the rotating frame and
π∕2 the flip angle. All rotations in this study are left handed. The
on-resonance π∕2−x pulse (red line) results in a rotation of M into
the transverse plane, whereas the off-resonance pulse (blue line,
with ω0 ¼ 2.2 MHz, ω0 − ω ¼ 2 kHz, and τ ¼ 21.6 μs) leaves
M with a residual longitudinal component and a transverse compo-

Figure 1. Schematic illustration of the difference in the relationship
with S∕V of the NMR parameters T2 and T2�. Pore size is presumed
to be inversely proportional to S∕V. When surface relaxation domi-
nates, T2 exhibits a linear dependence on S∕V. Increasing magnetic
susceptibility is shown as increasing warmth in color. At low levels
of magnetic susceptibility (shown in blue), T2 and T2� exhibit the
same linear relationship with S∕V. As magnetic susceptibility in-
creases and/or S∕V decreases (pore size increases), the dependence
of T2� on S∕V is increasingly masked due to relaxation associated
with the impacts of an inhomogeneous magnetic field; i.e., T2IH.

Figure 2. Induced spin dynamics during a nominal π∕2−x pulse for
an on-resonance (ω ¼ ω0) and an off-resonance (ω ≠ ω0) case. The
induced rotations are shown in the rotating reference frame, and are
left handed. Black arrows show the initial (M0) and final (Mfinal)
magnetizations before and after the pulse. Red and blue arrows
show the Beff axis for the on-resonance and off-resonance cases,
respectively. The thin red and thin blue lines illustrate the magne-
tization’s trajectory during the on-resonance and off-resonance
pulse, respectively.
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nent oriented in a different direction (not in the y-z plane). This
manifests as a variation in transverse magnetization’s amplitude
and phase. Of interest in this study is the impact on the magnetiza-
tion’s transverse component (phase and amplitude), as the extent to
which off-resonance effects are observed may reveal information
about B0 inhomogeneity.

METHODOLOGY

We present a novel methodology consisting of four steps to test
the hypothesis that knowledge of the statistical distribution of B0

may be used to compensate for the impact of B0 inhomogeneity
on T2�. The workflow is described in Figure 3. The first three steps
focus on quantifying the statistical distribution of B0, whereas the
final step estimates and corrects for the impact of B0 inhomogeneity
on the FID.

Preparatory pulse sequence design and measurement

The preparatory pulse sequences used in this study are similar in
concept to composite pulses (Freeman, 1980; Levitt, 1986).
Composite pulses, consisting of a collection of pulses applied in
quick succession, were originally designed to counter off-resonance
effects. In contrast, we design preparatory sequences to exploit off-
resonance effects and dephasing to investigate the B0 field.
To illustrate this concept, consider the following two preparatory

sequences. The first consists of two π∕2 pulses separated by delay
time τd ¼ 450 μs, where the first and second π∕2 pulses rotate M
about the −x- and y-axes, respectively. This sequence is denoted as
a π∕2−x — τd — π∕2y. The induced spin dynamics for a range of
offsets with ω0 ¼ ½ω − 500 Hz;ωþ 500 Hz�, with ω ¼ 2 MHz,
and τ ¼ 21.6 μs are illustrated in Figure 4. The initial π∕2−x pulse
rotates the spins from their equilibrium state along z toward the
transverse plane (Figure 4a). During the delay time τd, the spins
dephase according to their local offset frequency ΔωðΔω ¼
ω0 − ωÞ, resulting in them fanning out in the transverse plane
(Figure 4b). Spins with ω0 > ω rotate clockwise in the rotating
frame, whereas spins with ω0 < ω rotate counterclockwise. Next,
the π∕2y pulse rotates spins at large offsets out of the transverse
plane giving them a large z-component (Figure 4c). On-resonance
spins (Δω ≈ 0, green in Figure 4c) are not rotated by the π∕2y

pulse because they are oriented along the rotation axis. Figure 4d
highlights the spins that have the largest contributions to the mea-
sured FID (i.e., largest transverse components), identified as those
lying closest to the perimeter of the unit circle. Therefore, the FID
amplitude following this first preparatory sequence, determined by
the sum of all transverse components, allows us to comment on the
abundance of spins with ω0 on or near resonance.
The second preparatory sequence is very similar, consisting of a

π∕2−x — τd — π∕2x sequence. Only the phase of the second π∕2
pulse is changed, causing it to induce a rotation about the þx axis
instead of the þy axis. This sequence again begins with a π∕2−x
pulse (Figure 4a) and a delay time τd, during which the spins
fan out in the transverse plane (Figure 4b). The second π∕2 pulse
induces a rotation about theþx axis (Figure 4e). Spins with ω0 ≈ ω
are left with large z-components, and correspondingly small trans-
verse components. For spins at large offsets, the accumulated
phases during τd reduce the ability of the π∕2x pulse to return them
to the z-direction. Figure 4f demonstrates that spins at offsets of
≈500 Hz (blue and red in Figure 4f) are left with the largest trans-
verse components. In contrast to the previous example, the FID am-
plitude here is primarily determined by the number of spins at large
offsets. Despite the fact that these two preparatory sequences are
identical except for the phase of the second pulse, the net pertur-
bation is very different. It is this difference in the net perturbation
that allows information about the statistical distribution of B0 to be
encoded in the FID amplitude and phase following each preparatory
sequence.
These two examples highlight the concept behind the developed

methodology to determine the B0 distribution. Each preparatory se-
quence is designed to have sensitivity to different regions of the B0

distribution (from on to far off resonance). The timing diagram for
the developed preparatory sequences is shown in Figure 5. Each
preparatory pulse is defined by four parameters: the duration of
pulse 1 τ1, the delay time τd, the duration of pulse 2 τ2, and the
relative phase Φ between the pulses. Varying these parameters
gives a different sensitivity to B0 inhomogeneity. The preparatory

Model the preparatory sequences’ net excitation
 profiles over the expected range of ∆ω’s. 

Design preparatory sequences providing varying
 sensitivity to ∆ω’s and measure the FIDs

following each sequence.

Invert for the statistical distribution of B
0
.

Estimate the impact of B
0
 inhomogeneity

on the FID to predict the T
2
 decay.

Estimating the statistical 
distribution of B

0

Correcting the impact of 
heterogeneous B

0
 on T

2
*

Steps

1.

2.

3.

4.

Figure 3. Flow chart demonstrating the workflow of the proposed
methodology. Steps 1, 2, and 3 are focused on estimating the stat-
istical distribution of B0. Step 4 focuses on estimating the impact of
B0 inhomogeneity on T2�.
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Figure 4. Spin dynamics during two preparatory pulse sequences
for a range of frequency offsets � 500 Hz about ω (color coded)
in a static B0 field of 2 MHz. (a) Initial magnetization along z
(not shown) is rotated onto the transverse plane along −y by the
first pulse π∕2−x. (b) During the delay time of 450 μs, spins fan
out in the transverse plane by an angle that is determined by its
offset, φ ¼ Δωτd. (c) The final excitation profile after the second
pulse for the π∕2−x — τ — π∕2y preparatory sequence. (d) Pro-
jection of (c) into the transverse plane. (e) The final excitation pro-
file after second pulse for the π∕2−x — τ — π∕2x preparatory
sequence. (f) Projection of (e) into the transverse plane. All pulse
lengths are 21.6 μs.
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sequences used in this study are listed in Table 1. They are restricted
to only two individual pulses for simplicity. In principle, they may
consist of many individual pulses. Figure 6 illustrates the net exci-
tation profile (transverse plane) for all preparatory sequences listed
in Table 1. Each preparatory sequence provides a different net ex-
citation profile over the expected range of offsets providing varying
sensitivity to offsets between ω and ω0.

Modeling the preparatory pulse sequences

To determine the sensitivity of each preparatory sequence to a
range of offsets, the induced spin dynamics are modeled for a finite
range of ω0. We start with a uniform distribution of unit magnetiza-
tions oriented in the þz direction, where each magnetization is as-
signed a different offset frequency. The effect of the first pulse is
modeled: This involves the rotation of each magnetization about
their Beff axis (equation 4) through an effective flip angle, βeff , de-
scribed by equation 5 (Walbrecker et al., 2011):

βeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðγB1Þ2 þ ðΔωÞ2

q
· τ. (5)

Each magnetization n has a distinct Beff;n axis and βeff;n because of
their unique Δωn. After the first pulse, each magnetization’s trans-
verse component accumulates a phase (φ ¼ Δωnτd) during the de-
lay time τd. Next, the effect of the second pulse is modeled; each
magnetization is again rotated about their unique Beff;n axis,
through an angle βeff;n. Because the delay time and the pulse du-
rations are relatively short, we ignore the effect of relaxation during
these times. Note that each magnetization is oriented differently
prior to the second pulse, in contrast to case of the first pulse that
encountered all magnetizations in their equilibrium position.
To forward model the predicted FID amplitude and phase, we

calculate the final transverse magnetization following every prepar-
atory sequence. AllMx andMy components are stored in the kernel
matrix K of dimension [2N, 2N], where N is the number of pre-
paratory sequences. The final Mx and My components following
the first preparatory sequence are stored in rows 1 and 2 of K, re-
spectively. The matrix K allows the predicted FID amplitude and
phase (at time 0) following each preparatory sequence to be forward
modeled given an arbitrary B0 distribution using equation 6:

M ¼ KH; (6)

where H is a vector of size [2N, 1] containing the amplitude of the
B0 distribution at each discrete offset.

Inversion to determine the statistical distribution of B0

Using the measured variation in FID amplitude and phase follow-
ing each preparatory sequence and the kernel matrix K, a Leven-
berg-Marquadt inversion (Aster et al., 2005) is employed to
estimate the statistical distribution of B0. To ensure that the inverse
problem is even determined, the result of the inversion is the vector
H (equation 6) of size [2N, 1] containing the amplitude of the B0

RF

DAQ

τ1
τ2

τd

Figure 5. Timing diagram for the preparatory pulse sequences uti-
lized in this study, each consisting of two individual B1 radio-fre-
quency (RF) pulses of length τ1 and τ2 separated by a delay time τd,
and a mutual phase shift Φ. Timing parameters are varied for differ-
ent sequences, indicated by the multiple vertical lines at the end of
the pulses. Data acquisition (DAQ) represents the time when the
receiver coil is off or on. Only the FID following the second pulse
is recorded (DAQ on).

Table 1. Parameters defining the suite of preparatory pulse
sequences.

PS
index

Pulse 1
flip

angle (°)

Dwell
time,
τD (μs)

Pulse 2
flip angle

(°)

Phase difference
Φ between

pulses 1 and 2 (°)

1 30 3 80 180

2 45 20 45 0

3 40 50 50 270

4 45 50 45 180

5 70 50 70 90

6 90 100 90 270

7 90 100 90 180

8 50 50 70 180

9 40 50 130 90

10 40 50 130 270

11 90 100 50 180

 

 

−500 0 500
∆ω

1

11
901

8

7

65

4

3

2

x

y

Figure 6. Transverse projection of the final magnetizations (circles)
following the 11 preparatory sequences listed in Table 1 (corre-
sponding numbers 1–11), for a range of offsets � 500 Hz about
ω (offset indicated by color). Preparatory sequence 1, which pro-
duces the same transverse magnetization for all offsets, is used
for phase correction (see text for details).
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distribution at 2N discrete offsets, as each FID has a real and
quadrature component (equivalent to the My and Mx components,
respectively). The inversion is constrained using information
available from the Fourier transform (FT) of the measured FIDs
of equation 3,

MðfÞ ¼ M0ðHðfÞ ⊗ Lðf; T2ÞÞ; (7)

where MðfÞ is the FT of MðtÞ, Lðf; T2Þ is the Lorentzian obtained
from the FTof the exponential T2 decay, andHðfÞ is the FTof hðtÞ.
Note that HðfÞ is the desired B0 distribution (Yablonskiy and
Haacke, 1994).
We do not need to explore all frequencies in the inversion. The

model space may be restricted to a range of offsets no wider than the
FT of the FID; the convolution of two functions, as represented by
MðtÞ in equation 7, is always wider than either of the constituting
functions, HðfÞ and Lðf; T2Þ in equation 7. This greatly limits the
range of offsets that must be examined in the inversion. A positivity
constraint is also imposed in the inversion, as there cannot be fewer
than zero spins at any given offset. An estimate for the upper bound
of HðfÞ is given by the maximum amplitude of MðfÞ, which is de-
termined by the multiplication of the peaks of HðfÞ and Lðf; T2iÞ
during convolution. We implement as a hard upper bound a smooth
function AmaxðfÞ, built to be roughly twice as large as the maximum
of MðfÞ. This is done to limit the impact of the upper bound on
the inversion result. To summarize the constraints imposed in the in-
version: (1) HðfÞ bandwidth restricted to width of MðfÞ; (2)
positivity constraint HðfÞ > 0; (3) rough upper bound based on
magnitude of MðfÞ, HðfÞ < 2 �maxðMðfÞÞ. These constraints
greatly reduce the scope of the inversion, limiting the model space
to a region contained between AmaxðfÞ and zero over a finite region
of offsets. The constraints are imposed in the inversion using a
tangent transform described in detail in Lehmann-Horn et al. (2011).
Combining steps 1–3 offers the ability to predict the statistical

distribution of B0 using only NMR measurements, allowing us
to isolate HðfÞ in equation 7 by performing an inversion to decou-
ple it from the Lðf; T2Þ term in the FT of the FID. Important to note
is that the inversion results in a statistical distribution of the mag-
nitude of B0, not the B0 gradients as are predicted using the spin-
echo (Hurlimann, 1998) and modified CPMG sequences (Sun and
Dunn, 2002). These methods estimate B0 inhomogeneity at the dif-
fusion length scale; the estimated gradient is the variation in B0 di-
vided by the diffusion length scale. In contrast, our method directly
estimates the B0 variation decoupled from a length scale, as we as-
sume a regime where the length scale of B0 inhomogeneity is
greater than the diffusion scale. As we are interested in addressing
the dephasing present in FID measurements, it is essential to quan-
tify the magnitude.

Estimating the impact of B0 inhomogeneity on T2�
To quantify the discrepancy between T2� and T2, we use the es-

timated statistical distribution of B0 and equations 3 and 7 to ac-
count for the impact of B0 inhomogeneity on the FID. The
distribution HðfÞ is first interpolated onto a finer frequency discre-
tization. Interpolation is performed in the frequency domain to al-
low hðtÞ to be predicted to longer times in an attempt to ensure that
the periodic nature of the discrete Fourier transform does not influ-
ence the initial decay. This finer discretization is not used in the
inversion to predictH to limit the number of preparatory sequences,

and to ensure the inverse problem remains even determined. The
Fourier transform of the interpolated HðfÞ is taken to quantify
the dephasing function hðtÞ (equation 3). Next, the dephasing func-
tion is normalized, hð0Þ ¼ 1. This is necessary because dephasing
can only attenuate the signal not amplify it. The FID is then divided
by the dephasing function hðtÞ at each time point resulting in a pre-
dicted decay free of the effect of B0 inhomogeneity.
At later times where the FID has appreciably decayed, signal-to-

noise ratio (S/N) deteriorates, introducing additional noise into the
estimate of the relaxation times of this predicted decay. Therefore,
the decay is truncated using a cutoff time and only the decay prior to
this cutoff time is inverted to estimate the underlying distribution of
relaxation times (Whittall and Mackay, 1989). The resultant relax-
ation times are referred to in this paper as the predicted T2. They
represent our attempt to compensate for the impact of B0 inhomo-
geneity on T2�, to subsequently predict the decay that would have
occurred given a homogeneous B0.
Examination of the FID to determine when the predicted decay

begins to deteriorate can be used to set the cutoff time. We recom-
mend using 2T2� as an upper limit on the cutoff time because
the FID will be very attenuated after this time (<14% original
amplitude). It is also suggested to not use cutoff times shorter than
T2 � ∕2 to ensure a long enough time series for adequate resolution
of the relaxation times during the inverse Laplace transform.

RESULTS AND MEASUREMENTS

Numerical study

Synthetic results serve to demonstrate that (1) FIDs measured
after the suite of preparatory sequences listed in Table 1 may be
used to provide insight into the B0 inhomogeneity and (2) the
robustness of the inversion to predict a range of plausible B0

distributions.
To generate synthetic data, the induced spin dynamics during

each preparatory sequence listed in Table 1 were modeled to build
the kernel matrix K. Combined with a predetermined B0 distribu-
tion (H), equation 6 is used to model the predicted FID amplitude
and phase following each preparatory sequence; after forward mod-
eling, 20% Gaussian noise is added to all synthetic data. To verify
the accuracy of the developed inversion, its robustness was tested
using a variety of synthetic data sets investigating the ability to re-
produce a wide range of B0 distributions, the effect of the initial
model and impact of the upper bounds. Figure 7a demonstrates that
the inversion is able to accurately reproduce Lorentzian B0 distri-
butions of varying widths, where the predicted B0 distributions
(dashed lines) closely reproduce the true distributions (solid lines).
Aside from imposing a regularization that provides a smooth sol-
ution, no assumptions regarding the shape of the B0 distribution are
implemented in the inversion; we also tested the procedure success-
fully on Gaussian and square B0 distributions. Implementation of
the upper and lower bounds greatly improves the performance of
the inversion as demonstrated in Figure 7b, where the performance
of an unconstrained and constrained inversion are compared for the
same data and initial model. The unconstrained inversion (blue line)
fails to reproduce the shape of the underlying B0 distribution (black
line), requiring unphysical negative amplitudes to fit the data. In
contrast, the constrained inversion (red line) is able to accurately
predict the B0 distribution. The inversion also does not display large
sensitivity to either the choice of initial model or upper bounds; as
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long as the upper bound is chosen generously enough to ensure that
the final model is not of similar magnitude to the upper bound.

Doped water samples

To verify the feasibility of the methodology, we conducted a con-
trolled laboratory experiment where the B0 inhomogeneity is due to
imperfections in the field generated by the permanent magnet
geometry in the core analyzer. Three water samples containing
10mL of deionized water were doped with 0.0184 g (sample 1),
0.1234 g (sample 2), and 0.4715 g (sample 3) of FeSO4, respec-
tively. Controlling the FeSO4 concentration provides a means to
control the T2 of each sample. Using a 2.2 MHz NMR core ana-
lyzer, we measured (1) the FID amplitude and phase after each pre-
paratory sequence listed in Table 1, (2) an FID following a single
π∕2 pulse, and (3) the T2 decay using a CPMG pulse sequence as
reference. The measured FID and CPMG for all three samples are
shown in Figure 8a and 8c, respectively.
The relaxation time distribution underlying each curve was de-

termined using an inverse Laplace transform (Whittall and Mackay,
1989); results are displayed in Figure 8b (for T2�) and Figure 8d
(for T2). The T2� distributions cluster together at early times,
whereas the T2 distributions for each sample
are well separated on the relaxation time axis.
The similar FIDs and distinct T2 suggest that de-
phasing associated with B0 inhomogeneity
(T2IH) plays the dominant role in the FID.
Prior to inversion, to determine the statistical

distribution of B0, a phase correction Φcor is ap-
plied to all FIDs measured after each preparatory
sequence. This is necessary as only the relative
phases of the two individual pulses may be con-
trolled experimentally, while the modeling to
build K contains an implicit assumption that
the absolute phase is zero for the first pulse in
every preparatory sequence. The phase correc-
tion Φcor is determined from the first preparatory
sequence in Table 1 (30x − 3 μs − 80−x). Figure 6
demonstrates that this particular pulse (labeled
#1) uniformly excites the entire investigated re-
gion of offsets to have an entirely negatively real
component (−y component) provided an abso-
lute phase of zero for the first pulse. Therefore,
Φcor is determined by ensuring this particular
FID has only a negative real component.
To constrain the inversion for H, we examine

the FT of the FID for each sample (red line in
Figure 9a, 9c, and 9e). We restrict our model
space to a range of offsets� 500 Hz of ω be-
cause no FID displays a bandwidth greater than ∼1 kHz. Upper
bounds chosen to be roughly twice the peak of the FT FID were
implemented as quadratic functions of maximum ∼2000, 1800,
and 1000 for samples 1, 2, and 3, respectively. For each sample,
the measured FID amplitudes and phases were inverted to estimate
the statistical distribution of B0, shown in Figure 9a, 9c, and 9e
(black lines). Figure 9b, 9d, and 9f demonstrates the ability to pre-
dict the observed variation in FID amplitude and phase given the
predicted B0 distributions. Data misfits are visualized as deviation
from the 1:1 line; the FID amplitudes and phases are accurately
predicted given the estimated B0 distributions for all samples.

We now use our estimate of the B0 distribution to test our hy-
pothesis that the impact of B0 inhomogeneity on T2� can be esti-
mated given the statistical distribution of B0. For each sample, the
component of the FID due to B0 inhomogeneity is estimated, and a
predicted decay formed. Each decay was truncated at three different
cutoff times, and the underlying relaxation-time distributions pre-
dicted (referred to as predicted T2 in Figure 10a–10c for samples
1–3, respectively). Cutoff times of T2 � ∕2 (dotted red line), T2�
(solid red line), and 2T2� (dashed red line) were used in samples
1 and 3. For sample 2, the chosen cutoff times were the time when
FID reached 50% its initial amplitude, T2�, and 2T2�. The time
T2 � ∕2 was not used in this case because the predicted decay in-
creased at very early times. If hðtÞ decays too quickly compared to
the FID, noise can cause the predicted decay to initially increase,
which is unphysical.
The impact of B0 inhomogeneity on the FID is accurately esti-

mated for samples 2 and 3 using all cutoff times, as evidenced by
the good agreement between the predicted and true T2. Sample 1’s
predicted T2 distribution varied greatly depending on the cutoff
time, and did not reproduce the true T2 accurately. Table 2 summa-
rizes the results listing the mean log of the T2�, true T2, and pre-
dicted T2 using a cutoff time of T2�. For samples 2 and 3, where
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dashed gray line depicts the upper amplitude constraint in inversion. (b) Comparison of
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Table 2. Mean log of the T2�, true T2, and predicted T2
distributions for the doped water samples.

Sample 1 Sample 2 Sample 3

T2� mean log (ms) 7.1 5.5 2.8

True T2ML (ms) 261.9 26.7 3.8

Predicted T2ML for cutoff
time of T2� (ms)

19.6 30.7 3.8
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good agreement is observed between the predicted and true T2, the
cutoff time was empirically optimized (5.7 ms and 5 ms for samples
2 and 3, respectively) and the resulting predicted T2 distributions
shown in Figure 11.

DISCUSSION

A novel technique is developed to encode information about the
characteristics of the B0 distribution in the amplitude and phase of

FIDs following preparatory sequences. Results
of our numerical study verify the ability to pre-
dict the statistical distribution of B0 from the
measured FID amplitude and phase following
each of the preparatory sequences listed in
Table 1. A proof of concept was performed in a
controlled laboratory setting using several doped
water samples. The predicted B0 distributions for
all three doped water samples (Figure 9) were
very similar. This consistency further demon-
strates the robustness of the developed inversion.
The source of B0 inhomogeneity in each case is
the natural inhomogeneity in the field created by
the geometry of the permanent magnets in core
analyzer. As such, each sample is subject to the
same variation in B0 and the consistent estimates
are evidence for the reliability of the method. The
developed methodology is a novel technique pro-
viding estimates of the statistical distribution of
B0, and a step toward improving our ability to
account for the effects of B0 inhomogeneity on
T2� data. Knowledge of B0 inhomogeneity
may also give qualitative insight into the type
of materials present: for example, examining
the width of the B0 distribution may identify high
or low susceptibility materials.
Given that the developed methodology pro-

vides the ability to robustly estimate the statisti-
cal distribution of B0, we next test the hypothesis
that the impact of B0 inhomogeneity on T2� can
be quantified using our estimate of the B0 distri-
bution. We compare T2 distributions from (1) a
CPMG pulse sequence that compensates for B0

inhomogeneity (true T2) and (2) our methodol-
ogy to compensate for the impact of B0 inhomo-
geneity on the FID (predicted T2). In situations
where there are moderate (within an order of
magnitude) differences between T2� and T2

(samples 2 and 3), the cutoff time did not intro-
duce significant uncertainty in the predicted T2

distributions. This is a regime not uncommon
in earth’s field measurements where long T2�
(50 ms to a few hundred ms) are often observed.
In these cases, knowledge of the B0 distribution
may provide the ability to accurately quantify the
discrepancy between T2� and T2 increasing the
utility of FID measurements for the estimation of
pore-scale properties. In contrast, a potential
limit is identified in sample 1 where the discrep-
ancy between T2� and T2 is nearly two orders of
magnitude; T2IH overwhelmingly dominates the
FID causing T2� to carry little dependence on T2.
We conclude that any predictions of T2 from T2�
will be unreliable for this sample because of the
large sensitivity to the cutoff time. This regime is
likely to be encountered only in strong B0 fields
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or highly magnetic materials. Part of the uncertainty in this case
may also originate from the lack of resolution at these long pre-
dicted T2 values. Several porous media samples were also tested,
including glass beads and fine sands, but it was observed using
our experimental setup (2.2 MHz B0 field) that T2� in these samples
was several orders of magnitude smaller than T2, similar to the case
of sample 1. This is not expected to be a limitation of the method-
ology, but rather a consequence of working in a high B0 field. We
anticipate that in a weaker B0 field porous media samples will be
more likely to fall in a regime similar to samples 2 and 3 where T2�
is not drastically smaller than T2 and the FID component due to B0

inhomogeneity can be accurately estimated.
As a general guideline, we recommend using T2� as the cutoff

time, but further development in the selection of the appropriate
cutoff time is needed. This is demonstrated in Figure 11, where
the empirically optimized cutoff times provide very good results.
As the true T2 distribution will be unknown in practice, a technique
to optimize the cutoff time based entirely on the FID measurement
is needed. In practice, several cutoff times, in addition to a cutoff
time of T2�, should be used to investigate the uncertainty in the
predicted T2 distribution.
The particular preparatory sequences used in

this study are not unique. Table 1 consists of a
subset from a much larger collection of tested
sequences, chosen based on their ability to pro-
vide distinct footprints in the transverse plane
(Figure 6). A comprehensive analysis to optimize
the number of preparatory sequences and the par-
ticular combination of flip angles, delay times,
and relative phases has yet to be conducted;
rather the suite used in this paper was designed
as a proof of concept. To implement each prepar-
atory sequence experimentally, the specific flip
angles were obtained by modifying the pulse du-
ration, not the B1 amplitude. As pulse durations
in this study are typically 15–25 μs, varying indi-
vidual pulse lengths is not expected to impede
the ability of each pulse to excite the entire
range of offsets present. The pulse bandwidths
(roughly 50 kHz), determined by τ1;2, are much
wider than the anticipated range of offsets
present.
Important to note is that no assumptions re-

garding B0 shape are made during the current in-
version. However, if assumptions regarding
shape were implemented prior to inversion, the
number of model parameters would be dramati-
cally reduced. For example, instead of inverting
for H, where there are 2N model parameters, fit-
ting a Lorentzian or Gaussian to the B0 distribu-
tion would require only three model parameters:
the peak height, the width, and its center fre-
quency. This type of strategy may considerably
reduce the number of necessary preparatory
sequences, potentially speeding up measurement
times.
A technique that may benefit from this

methodology is surface NMR. It presents an op-
portunity to potentially extract information about

pore-scale properties from the FID, a standard measurement in sur-
face NMR, unbiased by the influence of B0 inhomogeneity. How-
ever, prior to implementation in the field, several key differences
between the controlled laboratory environment of this proof of con-
cept study and surface NMR conditions must be addressed. The first
regards the use of heterogeneous B1 in surface NMR. This causes
each individual pulse to apply flip angles that vary spatially, in con-
trast to the laboratory case where we can assume that each pulse
applies a roughly uniform flip angle across the entire excited vol-
ume. As a result of the spatially varying flip angle, it will be nec-
essary to have an estimate of the spatial distribution of the water
content to accurately model the FID amplitude and phase following
the preparatory pulse sequence. This information may be extracted
from depth-profiling FID measurements, which will accompany the
preparatory pulse sequence. Furthermore, as the preparatory pulses
rely on the underlying B0 distribution to produce FID amplitude and
phase variation, it is likely that the method will perform best when
the preparatory pulses target a single depth. This will reduce addi-
tional amplitude and phase variation that could arise in surface
NMR if the pulse amplitudes were varied to sample different depths.
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However, further work is required to investigate whether we retain
the sensitivity to estimate the B0 distribution in a heterogeneous B1

experiment.
Another difference between surface NMR and the laboratory

conditions of this study is the B0 strength, ∼2 kHz versus
2.2 MHz, respectively. The weaker field in surface NMR will result
in narrower B0 distributions (roughly <10–20 Hzwide), much nar-
rower than the estimated distributions in Figure 9. As a result, de-
phasing will occur at a slower rate and the preparatory pulse
sequences used in this study will need to be modified. The longer
pulse durations used in surface NMR (∼5–40 ms) will partially
compensate for the slower dephasing rates, as they provide more
time for the magnetizations to fan out, but it is likely that the delay
time will also need to be increased to allow the magnetizations
to further dephase. Weaker B0 is also expected to increase the
probability that the FID will be in a regime similar to samples 2
and 3, where T2� is within an order of magnitude of T2 and the
methodology can provide accurate estimates of the influence of
B0 inhomogeneity.
Alternative data acquisition strategies currently employed in sur-

face NMR, such as the pseudosaturation recovery or spin-echo
pulse sequences, implicitly address the influence of B0 inhomoge-
neity through direct T1 or T2 measurements. What these methods
are able to do themselves, we aim to provide for the FID using pre-
paratory pulse sequences as a complementary tool to quantify the
influence of B0 inhomogeneity on the FID measurement, effectively
providing an external means to address a major concern in the FID
measurement. The advantage in this strategy is that it allows the
attractive features of the FID measurement, such as the high-density
time sampling and ability to measure the fastest relaxation times, to
be exploited. In contrast, the techniques to measure T1 or T2 di-
rectly provide the ability to alleviate the impact of B0 inhomoge-
neity at the expense of a high-density time sampling (typically
only sampling the decay at several delay times) and begin their mea-
surements at a much later time after the initial excitation reducing
their sensitivity to the fastest relaxation times.

CONCLUSIONS

NMR measurements of the FID curve provide estimates of the
relaxation time T2�, which can give insight into pore-scale proper-
ties of porous media. In many practical cases, however, this poten-
tial cannot be exploited because the FID is dominated by the effect
of spatial variations in the background field B0. To improve the use-
fulness of FID measurements for the estimation of pore-scale prop-
erties, we have developed a new methodology to estimate the
statistical distribution of B0 in an NMR experiment and remove
its effect on the FID. The method involves inverting the measured
FID amplitude and phase variation following a suite of preparatory
pulse sequences to estimate the statistical distribution of B0. Knowl-
edge of the B0 distribution provides the ability to account for the
impact of B0 inhomogeneity that occurs at a scale greater than the
diffusion length scale, a necessity when dealing with FID measure-
ments that have no ability to directly account for dephasing. We are
able to demonstrate, in a controlled laboratory study on doped water
samples, that knowledge of the statistical distribution of B0 is suf-
ficient to quantify the impact of B0 inhomogeneity on the FID when
the discrepancy between T2� and T2 is less than an order of mag-
nitude. We conclude that the ability to estimate the statistical

distribution of B0 makes it possible to quantify and correct for
the impact of B0 inhomogeneity on the FID.
Surface NMR is a technology that may stand to benefit from this

type of approach. The preparatory pulse sequences require only two
B1 pulses. As such, hardware constraints that currently limit the
implementation of sophisticated pulse sequences involving long
pulse trains in surface NMR will not be a concern. This work is
an important first step demonstrating the feasibility of a methodol-
ogy motivated to address a concern in surface NMR FID measure-
ments. It aims to offer a complementary tool to the FID that
provides the ability to account for the impact of B0 inhomogeneity
on the FID measurement, which may mask other mechanisms influ-
encing T2�. As such, it offers the ability to investigate the other
mechanisms impacting the FID that potentially contain valuable
information about pore-scale properties. Although further work
is required prior to implementation of this methodology in surface
NMR, specifically to address conditions related to weaker B0 and
heterogeneous B1, the preparatory pulse sequence method offers the
potential to advance the use of the FID for estimation of pore-scale
properties.
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