
A Review of the Principles and Applications of the NMR
Technique for Near-Surface Characterization

Ahmad A. Behroozmand • Kristina Keating • Esben Auken

Received: 13 February 2014 / Accepted: 17 August 2014 / Published online: 7 September 2014
� Springer Science+Business Media Dordrecht 2014

Abstract This paper presents a comprehensive review of the recent advances in nuclear

magnetic resonance (NMR) measurements for near-surface characterization using labo-

ratory, borehole, and field technologies. During the last decade, NMR has become

increasingly popular in near-surface geophysics due to substantial improvements in

instrumentation, data processing, forward modeling, inversion, and measurement tech-

niques. This paper starts with a description of the principal theory and applications of

NMR. It presents a basic overview of near-surface NMR theory in terms of its physical

background and discusses how NMR relaxation times are related to different relaxation

processes occurring in porous media. As a next step, the recent and seminal near-surface

NMR developments at each scale are discussed, and the limitations and challenges of the

measurement are examined. To represent the growth of applications of near-surface NMR,

case studies in a variety of different near-surface environments are reviewed and, as

examples, two recent case studies are discussed in detail. Finally, this review demonstrates

that there is a need for continued research in near-surface NMR and highlights necessary

directions for future research. These recommendations include improving the signal-to-

noise ratio, reducing the effective measurement dead time, and improving production rate

of surface NMR (SNMR), reducing the minimum echo time of borehole NMR (BNMR)

measurements, improving petrophysical NMR models of hydraulic conductivity and

vadose zone parameters, and understanding the scale dependency of NMR properties.
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1 Introduction

Hydrogeophysical methods supply cost-effective and dense spatial information about

groundwater systems when compared with direct hydrogeological characterization, i.e., dril-

ling. Surface-based geophysical methods, such as electrical and electromagnetic (EM) tech-

niques, have improved significantly in the past few decades and have been used to

noninvasively determine aquifer properties and to improve hydrogeological models (e.g.,

Auken et al. 2006; Everett 2012; Slater 2007). However, such methods are limited and their

interpretation is non-unique as they are only indirectly sensitive to the hydrogeological

parameters of interest, e.g., water content, hydraulic conductivity, transmissivity and porosity.

In the last couple of decades, nuclear magnetic resonance (NMR) has emerged as a promising

method for characterizing groundwater systems as it is the only geophysical method that

provides a direct estimate of the formation water content and pore structure. The goal of this

paper is to present a comprehensive review of the recent advances in the technological

developments and interpretation of NMR measurements for characterizing groundwater sys-

tems in the upper 100 m of the subsurface, which is referred to here as the near surface.

NMR is used in medical and chemical sciences and, to a lesser extent, in geophysics. In

medicine, the NMR phenomena are used in magnetic resonance imaging (MRI) to image

human tissue. In chemistry, NMR spectroscopy is used intensively to obtain information

about the structure and chemical environment of molecules. In geophysics, NMR is applied

as surface NMR (SNMR), borehole NMR (BNMR), and laboratory NMR (lab-NMR).

SNMR is a noninvasive surface-based method that is used to determine subsurface water

content and to estimate the hydraulic conductivity, K, of aquifer materials (e.g., Hertrich

2008; Legchenko et al. 2002; Meju et al. 2002; Yaramanci et al. 1999). Although the

SNMR measurement has been around since the 1980s (e.g., Semenov 1987), it has only

garnered popularity in the last decade due to significant advances in instrumentation and

noise cancelation techniques (e.g., Dalgaard et al. 2012; Larsen et al. 2014; Müller-Petke

and Costabel 2014; Walsh 2008), as well as improvements in modeling, inversion and

measurement techniques (e.g., Behroozmand et al. 2012a; Grunewald et al. 2014; Irons

et al. 2012; Müller-Petke and Yaramanci 2010b; Walbrecker et al. 2011b). The water

content and the relaxation time are determined from SNMR data; empirical relations allow

these parameters to be used to derive information about the pore structure and hydraulic

conductivity of the formation. BNMR is traditionally used in the petroleum industry to

detect water and hydrocarbon content and to estimate reservoir porosity and permeability

(e.g., Kleinberg et al. 1994). However, the BNMR tools developed for petroleum explo-

ration were of limited use in near-surface environments because the large diameter of the

probes prevented them from being used in the much smaller diameter boreholes common

in groundwater extraction and monitoring holes. Recently, a new set of slimline BNMR

tools, with diameters ranging from 4.1 to 14 cm, have been developed (Sucre et al. 2011;

Walsh et al. 2013); recent studies have shown that the measurements from the slimline

instruments compare well with petroleum BNMR tools and can be used to detect water

content and estimate hydraulic conductivity in aquifers (e.g., Dlubac et al. 2013; Knight

et al. 2012). Lab-NMR is used to determine NMR properties of materials and to develop

novel applications of NMR such as determining important vadose zone information

including the water retention curve (e.g., Costabel and Yaramanci 2011a, b) and mobile

and immobile porosity (Swanson et al. 2012).
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The number of articles related to near-surface NMR geophysics published each year

over the last 25 years provides evidence of the increasing popularity of SNMR, BNMR,

and lab-NMR in near-surface geophysics. Figure 1 illustrates the number of articles on

SNMR, BNMR, and lab-NMR that have been published in various peer-reviewed journals

related to hydrogeology and near-surface geophysics since 1990. As can be seen in this

figure, there are large spikes in the number of publications in 2002, 2005, 2008, 2011, and

2014 due to special issues on near-surface NMR published in the Journal of Applied

Geophysics and in Near Surface Geophysics.

NMR studies have been presented at various international conferences and workshops,

most notably the International MRS Workshop, which has been held every 3 years since it

began in 1999 (Berlin 1999, Orleans 2003, Madrid 2006, Grenoble 2009 and Hannover

2012; the next workshop is scheduled to be held in Aarhus in 2015). Prior to 2012, the

initials MRS in the workshop name stood for ‘Magnetic Resonance Sounding’ and the

presentations were primarily focused on SNMR studies; in 2012, the name was changed to

‘Magnetic Resonance in the Subsurface,’ to reflect a shift to more general content and the

workshop now includes lab-NMR and BNMR studies. The above-mentioned special issue

journals were published following each of these workshops.

Despite the increasing popularity of the NMR method, to the best of our knowledge,

there are no comprehensive review articles covering the near-surface geophysical appli-

cations of NMR technologies at multiple scales, specifically the surface, borehole, and
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Fig. 1 List of significant events related to near-surface NMR and the number of articles published each
year from 1990 to 2014 in the peer-reviewed journals, Geophysics, Journal of Applied Geophysics, Water
Resources Research, Near Surface Geophysics, Exploration Geophysics, Groundwater, Geophysical
Research Letters, Journal of Hydrology, Geophysical Journal International and Vadose zone Journal. The
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laboratory scales. These topics were briefly addressed in a recent perspective of magnetic

resonance in porous media (Song 2013). A number of articles and textbooks focusing on

petroleum applications of NMR have reviewed lab-NMR and/or BNMR (e.g., Coates et al.

1999; Allen et al. 2000; Dunn et al. 2002b; Kleinberg and Jackson 2001). Similarly, two

articles have reviewed the SNMR method (Hertrich 2008; Legchenko and Valla 2002).

Breakthrough developments that have been published during the past few years including

laboratory and borehole studies, instrument developments, processing and inversion

schemes, and hydrological parameter determination make this a critical time for a com-

prehensive review paper.

In addition to a description of NMR properties and measurements at multiple scales, this

paper brings together and describes the most notable near-surface NMR advances obtained

in the last decade. First, the basic theory of NMR in porous media is presented. Next,

numerous studies and concepts relating to lab-NMR, BNMR, and SNMR measurements

are reviewed. Finally, two case studies are presented and key aspects for future research

activities are highlighted.

2 Theory

In this section, a basic overview of NMR theory as it relates to near-surface NMR mea-

surements is presented. For a comprehensive theoretical discussion, the reader is directed

to one of the many textbooks dedicated to NMR theory (e.g., Coates et al. 1999; Dunn et al.

2002b; Levitt 2006).

The physical property used in near-surface geophysics applications of NMR is the spin

of the hydrogen protons in water molecules. The magnetic spin is an intrinsic property of

an atom that possesses an angular momentum, without physically rotating, and an asso-

ciated magnetic moment. When the magnetic moments of the hydrogen protons are situ-

ated within a static magnetic field (B0), they precess about the static magnetic field at the

Larmor frequency fL ¼ xL

2p ¼
�c B0j j

2p where c ¼ 0:2675� 109 s�1 T�1 is the proton gyro-

magnetic ratio and xL denotes the Larmor angular frequency. The Larmor frequency

depends on the static field strength, which ranges over multiple orders of magnitude for

geophysical NMR measurements. For SNMR measurements, the static field is Earth’s

magnetic field (BE), which ranges from about 25 to 65 lT, corresponding to Larmor

frequencies ranging from about 1.06 to 2.8 kHz (Earth’s magnetic field and its implications

for SNMR measurements are discussed in more detail in Sect. 5.2.1). For BNMR, the static

field is generated by the instrument and the field strength ranges from 5.75 to 47 mT

corresponding to Larmor frequencies ranging from 0.245 to 2 MHz. Geophysical lab-NMR

studies use instruments with a large range of magnetic field strengths. Measurements can

be collected using Earth’s magnetic field or using instruments with fields strengths up to

*9.4 T; this corresponds to Larmor frequencies on the order of kHz to *400 MHz.

At thermal equilibrium in the static magnetic field, the volume of water in the measured

sample acquires a small net magnetic moment. This moment is the sum of all the magnetic

moments associated with each of the protons in the volume and points in the same direction

as the static magnetic field. The net magnetization vector at thermal equilibrium is given

by (Curie’s law)

M0 ¼
nc2�h2

4KBT
B0: ð1Þ
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Here, n is the number of protons per unit volume; c is again the proton gyromagnetic ratio;

�h is the reduced Plank’s constant; T is the temperature; and KB is Boltzmann’s constant.

The NMR experiment begins when the protons, initially at thermal equilibrium, are

perturbed by an energizing pulse tuned to the Larmor frequency. If this pulse is applied and

then removed, the protons move away from and then relax back to thermal equilibrium. As

the protons relax, they emit a measurable signal. In porous media, NMR relaxation is well

described by the phenomenological Bloch–Torrey equations (Bloch 1946; Torrey 1956).

The solution to the Bloch–Torrey equations is a multiple exponential (multi-exponential)

decay in the transverse direction with respect to the direction of the static magnetic field,

i.e., the xy-plane, and multi-exponential growth in the longitudinal direction, i.e., the z-

plane (Brownstein and Tarr 1979)

Exy tð Þ ¼ E0

X

i

f2ie
� t

T2i

Ez tð Þ ¼ E0 1�
X

i

f1ie
�t=T1i

 !
:

ð2Þ

Here, Exy(t) and Ez(t) are the transverse and longitudinal components of the NMR signal; E0

is the initial signal magnitude and is proportional to the number of protons or volume of water in

the measured sample. f2i is the proportion of the magnetic field relaxing in the transverse

direction with relaxation time T2i, and similarly, f1i is the proportion of the magnetic field

relaxing in the longitudinal direction with relaxation time T1i. The values of T2i are often plotted

versus f2i to yield the transverse relaxation time distribution or T2-distribution; similarly, the

values of T1i are plotted versus f1i to yield the longitudinal relaxation time distribution or T1-

distribution. Typically, and for Eq. (2), the longitudinal direction is defined to be in the same

direction as B0 and the solution is taken from the so-called ‘rotating laboratory’ reference

frame that is from the perspective of a laboratory rotating at the Larmor frequency.

For NMR relaxation in fluid-saturated geologic material, it is often assumed that

relaxation occurs in the fast-diffusion, or surface-limited, regime and that there is little or

no pore coupling (Brownstein and Tarr 1979; Grunewald and Knight 2009; Senturia and

Robinson 1970). The fast diffusion regime is satisfied when the control parameter, j, is

much less than one (Brownstein and Tarr 1979)

j ¼
q1;2a

D
: ð3Þ

In this equation, q1;2 is the surface relaxivity and is a measure of the ability of a pore

surface to enhance relaxation. The subscript 1 implies longitudinal relaxation and the

subscript 2 implies transverse relaxation. a is the average distance a proton travels before

encountering a paramagnetic site, and D is the self-diffusion coefficient of water

(D ¼ 2:46� 10�9 m2=s at 30� C; Simpson and Carr 1958). The fast-diffusion regime can

be thought of as the regime in which a proton can move to and interact with the surface of a

pore within the time scale of the NMR measurement. Ryu (2009) suggested that a sufficient

condition for fast diffusion is j\ 0.1.

The assumption that there is no pore coupling is satisfied when the average pore size is

greater than the diffusion length scale, ‘, which is defined by the Einstein equation for self-

diffusion

‘ ¼
ffiffiffiffiffiffiffiffiffi
6DT
p

; ð4Þ
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where T is the time scale of the NMR experiment. Under these two assumptions, each

exponent in Eq. (2) corresponds to a single pore and information about the pore sizes or

pore surface geochemistry can be extracted from the T2- or T1-distribution (e.g., Arns 2004;

Keating et al. 2008). In the interpretation of NMR data for petroleum, hydrogeological, and

environmental applications, relaxation is typically assumed to occur in the fast diffusion

regime with little to no pore coupling. The impact of violating the fast diffusion regime

assumption and the impact of pore coupling on the NMR response of geologic material are

discussed in Sect. 3.3.

To obtain the values of E0, f1,2i, and T1,2i, the multi-exponential signal from Eq. (2) is

inverted. Although the equation for the multi-exponential signal may appear simple, it is an

ill-posed problem indicating that the solution is non-unique and/or may not exist. As such,

there is a large body of the literature dedicated to the accurate inversion of multi-expo-

nential data (e.g., Istratov and Vyvenko 1999; Whittall et al. 1991). In lab-NMR studies

relevant for near-surface geophysics investigations, there are three main approaches that

are used to invert multi-exponential data. The first approach is nonnegative least squares

(NNLS). In the NNLS algorithm, the multi-exponential signal is linearized and fit to a set

of pre-defined relaxation times, while a positivity constraint is applied to the signal

amplitude associated with each relaxation time (see Whittall and MacKay 1989 for

details). Typically, Tikonov regularization is used to yield a smooth distribution of

relaxation times. The advantage of the NNLS approach is that it does not assume a number

of relaxation times that fit the data (Whittall et al. 1991). When the NNLS approach is

used, an average relaxation time, calculated from the geometric mean, is often used to

represent the relaxation time distribution. In the second approach, a specified number of

exponential decays are used to fit the data. Typically, 2–4 decays are found to be sufficient

to represent the multi-exponential decay (see Kenyon et al. 1988 for details). The third

approach is the stretched-exponential fit. In this case, the multi-exponential decay can be fit

with a stretched exponential under the assumption that the summations in Eq. (2) can be

described by e
�ð t

T1;2
Þc

, where c is the stretching exponent that describes the spread of the

distribution and T1,2 is the average relaxation time of the distribution (see Kenyon et al.

1988 for details). The advantage of the stretched-exponential approach is that it requires

fewer parameters to fit the data and is thus a faster and more robust algorithm. However,

while the stretched exponential works well for material with a single peak or two over-

lapping peaks in the distribution, it breaks down when there is a bimodal pore-size dis-

tributions with narrow peaks separated by two or more orders of magnitude and must be

modified in such cases (Apitz and Johansen 2005; Peyron et al. 1996).

2.1 Transverse Relaxation Times, T�2 and T2

The simplest NMR experiment consists of applying a time-varying energizing magnetic

field oscillating at the Larmor frequency, B1 tð Þ, for a short duration, sp. In a macroscopic

sense, applying this energizing pulse causes the magnetization vector to tip away from the

longitudinal direction; the angle to which the magnetization is moved away from the z-axis

is called the tip angle. The tip angle is varied by changing the duration of time and/or

current intensity for which the energizing pulse is applied. When a single pulse is applied

with a tip angle of 90�, then the experiment is called a free induction decay (FID).

Although FIDs are not commonly used in lab-NMR or BNMR measurements, the FID is

the most common measurement collected when using SNMR equipment (e.g., Hertrich

2008). The pulse sequence for an FID is given in Fig. 2a.
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Fig. 2 NMR pulse sequences. a FID pulse sequence: the single 90� energizing pulse P1 is emitted at the
local Larmor frequency. After P1 is switched off and a measurement dead time (shaded gray box) has
elapsed, a single FID, ideally oscillating at the same frequency as P1, is recorded. Subsequently, envelope
detection of the FID provides the effective transverse relaxation time T�2 and initial amplitude E0. In SNMR

measurements, the latter is obtained by extrapolating the signal back to the initial time, i.e., sp=2. b CPMG

pulse sequence: the measurement begins with the application of a 90� pulse as in (a); a train of N of
refocusing pulses P2, separated by the echo time te ¼ 2s each with sP2 ¼ 2sP1, are applied at a time s after
P1 with echoes appearing half way between every refocusing pulse. The T2 exponential decay (dashed
curve) is formed from the peaks of each of the echoes. The spin echo pulse sequence (not shown here)
consists of the first two pulses of the CPMG pulse sequence and can be applied for a series of P1 and P2 with
different s to obtain the T2 decay curve. c Saturation recovery pulse sequence: the measurement begins with
a single 90� energizing pulse P1, which has a corresponding FID (FID1). After a delay time, sd , a second
pulse 90� P2, is applied and the corresponding FID curve (FID2) is recorded. This sequence is repeated for
different delay times, and the initial amplitude of FID2, E02, builds the T1 recovery curve. a and c are
modified from Hertrich (2008)
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As shown in the gray region of Fig. 2a, there is a nonzero time between the end of the

energizing pulse and the beginning of the measurement that Walsh et al. (2011) referred to

as the ‘‘measurement dead time.’’ The nonzero measurement dead time is due to the fact

that, once turned off, the excitation field does not decay to zero instantaneously and the

signal cannot be recorded until the excitation field has fully decayed. The measurement

dead time is caused by induction effects; existing SNMR instruments have measurement

dead times of less than or equal to 5 ms for the GMR and 20 ms for the NUMIS system. As

the inductive response in moderate to resistive terrains are negligible after a few micro-

seconds, the long dead times are due to instrument limitations. In addition, data processing

and inversion techniques can increase the dead time, tdead, leading to a longer ‘‘effective

dead time’’ (Dlugosch et al. 2011; Walsh et al. 2011).

The FID is very sensitive to inhomogeneities in the magnetic field caused by large-scale

variations in Earth’s magnetic field due to magnetic anomalies or small, pore-scale vari-

ations due to differences in the magnetic susceptibility between the pore water and the

solid-phase material. The presence of magnetic field inhomogeneities enhances the

relaxation time. Due to this enhanced relaxation, the effective transverse relaxation time

associated with an FID is less than or equal to both T2 and T1 and is denoted by T�2 . In the

absence of magnetic field inhomogeneities, T2 is theoretically equivalent to T�2 ; however, it

is rarely the case that the static field is homogeneous. In the presence of magnetic field

inhomogeneities, T�2 is described by three relaxation processes occurring in parallel

1

T�2
¼ 1

T2B

þ 1

T2S

þ 1

T2IH

; ð5Þ

where T2B is the transverse bulk fluid relaxation time, T2S is the transverse surface

relaxation time, and T2IH is the inhomogeneous field dephasing relaxation time and

accounts for relaxation in an inhomogeneous magnetic field (Grunewald and Knight

2011b). In Eq. (5), T�2 is an average value either determined from the mean log average

from the relaxation time distribution, a single relaxation time fit to the distribution, or the

single relaxation time determined from the stretched-exponential fit.

Due to the effect of magnetic field inhomogeneities, the value of T2 cannot be determined from

an FID. Therefore, T2 is typically measured with the spin echo pulse sequence or the Carr–

Purcell–Meiboom–Gill (CPMG) pulse sequence (Carr and Purcell 1954; Hahn 1950; Meiboom

and Gill 1958). The CPMG pulse sequence requires less measurement time than the spin echo

pulse sequence and is the most common pulse sequence used to collect near-surface BNMR data.

Both pulse sequences were developed to reduce the effect of magnetic field inhomogeneities on

the NMR signal. The CPMG pulse sequence is depicted in Fig. 2b. Both pulse sequences start

with the application of a 90� pulse followed by a 180� pulse. After the 90� pulse, the spins dephase

according to their local magnetic field environment and the NMR signal relaxes as a standard FID

with a relaxation rate of T�2 . The 180� pulse, applied at a time s after the 90� pulse, acts to

refocus the dephased spins, and a so-called echo appears at a time s following the 180� pulse;

this double-pulse sequence is the spin echo pulse sequence. To obtain the T2 exponential

decay curve using the spin echo pulse sequence, a series of 90� and 180� pulses with different

separation times, s, is applied. To apply a CPMG pulse sequence, a train of N 180� pulses

separated by the echo time, te = 2s, are applied following the first 180� pulse to refocus the

spins with echoes appearing halfway between each of the pulses. The distribution of T2 values

are then determined from the exponential decay formed from the peaks of each of the echoes.

Although the CPMG and spin echo pulse sequences were designed to rephase the spins

in the presence of inhomogeneous magnetic fields, due to the self-diffusion of spins in a
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liquid, the spins cannot be perfectly rephased. In an inhomogeneous magnetic field, the

value for T2 is, as with T�2 , described by three relaxation processes occurring in parallel

1

T2

¼ 1

T2B

þ 1

T2S

þ 1

T2D

: ð6Þ

Here, as in Eq. (5), the value of T2 in Eq. (6) is an average value either determined from

the mean log average from the relaxation time distribution, a single relaxation time fit to

the distribution, or the single relaxation time determined from the stretched- exponential

fit. T2B and T2S are, as previously defined, the transverse bulk fluid and surface relaxation

times. The third term in Eq. (6), T2D, is the diffusion relaxation time and accounts for

transverse relaxation in an inhomogeneous magnetic field.

The magnitude of the bulk fluid relaxation time, T2B in Eqs. (5) and (6), depends on the

properties of the saturating fluid including the viscosity, the concentration of dissolved

paramagnetic species, i.e., species with an unpaired electron such as, dissolved oxygen,

aqueous manganese(II) or aqueous iron(III), and pH (Bloembergen et al. 1948; Bryar et al.

2000). Typically, it is assumed that T2B is long compared with T2S, T2IH, and T2D, and so its

contribution to the overall relaxation time is often neglected. In aquifers, the value of T2B is

expected to range from 1.1 to 3.4 s (Dlubac et al. 2014; Stork et al. 2006). The mechanisms

contributing to T2S, T2IH, and T2D will be discussed in detail in Sect. 3.

2.2 Longitudinal Relaxation Time, T1

Since the magnetization cannot be measured in the longitudinal direction, it must be measured

in the transverse direction. The two pulse sequences that are typically used to determine T1,

called the inversion recovery pulse sequence and the saturation recovery pulse sequence,

consist of an initial pulse that rotates the magnetization and then a second pulse that rotates the

magnetization component that has recovered in the z-plane into the xy-plane to be measured.

Although both pulse sequences are common in lab-NMR, the saturation recovery pulse

sequence is most relevant for SNMR data and the discussion here is focused on this pulse

sequence; for more information about the inversion recovery pulse sequence and other lab-

oratory pulse sequences not covered in this review, the reader is directed to any standard NMR

textbook (e.g., Levitt 2006; Nishimura 2010). The saturation recovery pulse sequence consists

of applying two 90� pulses separated by a delay time of sd, as depicted in Fig. 2c. Once the

system has returned to thermal equilibrium, i.e., a recovery time greater than or equal to 3T1

has elapsed, the sequence is repeated with a new sd. By recording the initial magnitude of the

FID following the second 90� pulse (E02 in Fig. 2c), the exponential recovery, characterized

by T1, is determined. Because the system needs to return to equilibrium between each set of

pulses, determining T1 requires much longer measurement times than determining T2 using the

CPMG pulse sequence. However, the advantage of T1 measurements is that they are not

affected by inhomogeneities in the magnetic field. T1 is described by

1

T1

¼ 1

T1B

þ 1

T1S

; ð7Þ

where T1B and T1S are the longitudinal bulk and surface relaxation times. Because there is

no diffusion relaxation term in Eq. (7), there is a large focus on developing a pulse

sequence that can be used to determine T1 using SNMR instrumentation (e.g., Legchenko

et al. 2004; Müller-Petke et al. 2013; Walbrecker et al. 2011b; Walbrecker and Behr-

oozmand 2012).
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3 Laboratory Nuclear Magnetic Resonance (Lab-NMR) and Petrophysical Relations

Laboratory NMR is commonly used in the petroleum industry to evaluate rock cores and to

develop petrophysical relations between NMR parameters and parameters of interest for

petroleum exploration (e.g., Seevers 1966; Timur 1969). Until recently, it was assumed

that the petrophysical relations developed in the petroleum industry could be directly

applied to the interpretation of near-surface measurements. In particular, many early

studies assumed that T�2 measured in Earth’s magnetic field was approximately equal to T2

measured in lab-NMR systems (e.g., Mohnke and Yaramanci 2008; Müller et al. 2005);

however, recent laboratory studies have shown that these values are equal only under

specific conditions (e.g., Grunewald and Knight 2011b). In particular, the presence of

magnetic minerals and clay content, which are commonly found in near-surface sediments,

can enhance T�2 relaxation (Grunewald and Knight 2011b; Roy and Lubczynski 2005).

Additionally, recent laboratory experiments have focused on expanding the applications of

near-surface NMR geophysics to include vadose zone measurements (e.g., Costabel and

Yaramanci 2011a, b) and to monitor mineralogic transformations associated with con-

taminant remediation (e.g., Keating et al. 2008). Although the body of the literature

focused on lab-NMR measurements and petrophysical relations is vast, this section pri-

marily focuses on the lab-NMR literature relevant for near-surface applications and only

highlights some of the seminal papers from the petroleum literature. For a comprehensive

overview of NMR petrophysical relations related to petroleum applications, the reader is

directed to Dunn et al. (2002b).

3.1 NMR-Determined Water Content

The strength of the NMR measurement in geophysics, both for near-surface and petroleum

applications, stems from the fact that the initial signal amplitude [i.e., E0 in Eq. (2)] is

proportional to the number of protons in the measured sample (e.g., Coates et al. 1999).

This in turn means that E0 is proportional to the volume of water in the measured sample,

Vw. Figure 3 clearly shows that this relation holds for bulk water (measurements collected

at 2 MHz). Therefore, using an instrument-specific calibration factor, an NMR-estimated

water volume can be determined from E0, to distinguish the NMR-estimated water volume

from the true volume of water in the sample; this value is referred to as VNMR. Using VNMR

and the volume of the measured sample, Vs, the NMR-estimated water content, hNMR can

be determined from

hNMR ¼
VNMR

VS

: ð8Þ

In saturated geologic media and where there is no signal loss (i.e., VNMR = Vw), then

hNMR = / where / is the porosity. Although VNMR should theoretically equal Vw, under

certain circumstances, VNMR can overestimate Vw, for example in Earth’s field FID

measurements with high magnetic field inhomogeneities and non-exponential decay

(details in Sect. 3.5) or when the pores are saturated with a mixture of two hydrogen-

bearing fluids (see e.g., Hedberg et al. 1993), or underestimate Vw, for example in mea-

surements where there is significant decay during the pulse (details in Sect. 5.4). Addi-

tionally, in measurements with a low signal-to-noise ratio, the error associated with the

NMR-estimated water content can be very high.
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3.2 NMR-Estimated Pore-Size Distributions

As discussed in Sect. 2, in most geologic applications of NMR, it is typically assumed that

relaxation occurs in the fast diffusion regime and that there is limited pore coupling. Under

these conditions, each pore contributes separately to the overall relaxation time distribution

and the surface relaxation time in a single pore is given by (Brownstein and Tarr 1979;

Godefroy et al. 2001)

1

T1;2S

¼ q1;2

a
r
¼ q1;2Spor; ð9Þ

where the subscripts 1 and 2 indicate longitudinal and transverse relaxation time,

respectively, a is a shape factor accounting for the geometry of the pore (a = 1 for planar

pores, 2 for cylindrical pores, and 3 for spherical pores), and r is the characteristic size of

the pore (i.e., the distance between two planes for planar pores or the radius of a cylindrical

or spherical pore). In Eq. (9), Spor is the surface area-to-volume ratio of the pore and is

equivalent to a/r for ideal pore shapes. It is also assumed that the bulk fluid relaxation time

is negligible, and for transverse relaxation, magnetic field inhomogeneities are negligible,

i.e., T2D and/or T2IH are equal to zero, then T1,2 % T1,2S.

Under the assumptions that T1,2 % T1,2S and that the surface relaxivity is constant, it

can be seen that the distribution of relaxation times is linearly proportional to the pore-size

distribution (e.g., Hinedi et al. 1993). That is, short relaxation times correspond to small

pores and long relaxation times correspond to large pores. Figure 4 shows a set of idealized

relaxation time distributions and the corresponding pore sizes. These assumptions are

generally true for materials with low surface relaxivities and/or small pores, and there is a

large body of the literature comparing the T1- and/or T2-distributions to the pore-size

distribution for a range of water-saturated porous media. Examples of material where the

pore (or grain) size distributions compare favorably with the NMR relaxation time dis-

tribution include measurements on: sandstone and carbonate rocks (Arns 2004; Straley

et al. 1997); mixtures of sands and clays (Stingaciu et al. 2009); silica gels (Valckenborg

et al. 2001); fused glass beads (Straley et al. 1987); and unconsolidated sands and glass

beads (Bird et al. 2005; Hinedi et al. 1997). The relation between the T2-distribution and
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the pore-size distribution has also led to recent interest in using NMR measurements to

estimate parameters affecting contaminant transport, i.e., the mobile and immobile porosity

(Swanson et al. 2012), and parameters governing the flow of water in the unsaturated zone,

i.e., the characteristic water retention curve (additional details provided in Sect. 3.4, Bird

et al. 2005; Costabel and Yaramanci 2011a, b).

When a single relaxation time value, determined from the average relaxation time, the

stretched exponential, or a single exponential fit, is used, then r in Eq. (9) represents the

average pore size of the measured sample and Spor represents the total value taken over the

entire pore space. Since Spor is related to the permeability or hydraulic conductivity by

Kozeny–Carman type relations, Eq. (9) has allowed geophysical NMR measurements to be

used to estimate the hydraulic conductivity. NMR estimates of the hydraulic conductivity

will be discussed in detail in Sect. 3.4.

The values of T1, T2, and T�2 of water-saturated material relevant for geologic appli-

cations range from *1 ms for samples containing magnetic minerals to [1 s for clean

quartz sands (Keating and Knight 2007; Yaramanci et al. 1999). Although some water-

saturated geologic materials have a relaxation time less than 1 ms, it is not always possible

to measure the NMR response of such samples with very fast relaxation times due to

instrument limitations such as a long dead time or long minimum echo time. The upper

bound on the measured value of T1, T2, and T�2 is provided by the relaxation time of bulk

water.

Table 1 presents a list of relaxation times associated with natural and synthetic geo-

logically relevant materials for a range of Larmor frequencies. In general, as can be seen

from the values shown in Table 1, there is a clear dependence of T1, T2, and T�2 on pore

size. However, for materials with high concentrations of iron minerals, which have high

associated surface relaxivities, or large magnetic susceptibilities (e.g., magnetite), the T1,

T2, and T�2 values do not reflect the pore size but instead reflect the paramagnetic content or

magnetic field inhomogeneities.

3.3 Violating the Fast Diffusion and Limited Pore Coupling Assumptions

Although fast diffusion and limited pore coupling are often assumed in the interpretation of

NMR data, for materials with large pores, such as aquifer materials, and/or large values of

surface relaxivity, this assumption can be violated (Bryar et al. 2000; Vogt et al. 2002). A

number of recent studies have examined the effect of violating these assumptions on NMR

relaxation rates (Dlubac et al. 2014; Grunewald and Knight 2011a; Keating and Falzone

2013; Keating and Knight 2012). In this section, the theory concerning relaxation outside

the fast diffusion regime and the effect of pore coupling is presented and the implications

on the interpretation of NMR data are discussed.

In their analytical study, Brownstein and Tarr (1979) determined that there were three

relaxation regimes in which NMR relaxation in a single pore could occur: the slow dif-

fusion relaxation regime, the intermediate diffusion relaxation regime, and the fast dif-

fusion relaxation regime. The fast diffusion regime is satisfied when j � 1 [see Eq. (3)],

and a single pore is represented by a single relaxation time. Outside the fast diffusion

regime, however, the NMR signal from a single pore is no longer represented by a single

exponential but is instead described by a sum of exponentials. In the slow diffusion regime,

which is defined by j � 10, the majority, 60–90 % depending on characteristic pore

shape, of the relaxation takes place in the slowest mode or occurs with the longest

relaxation time. In the intermediate diffusion regime, which is defined by1� j� 10, the
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majority of the relaxation takes place in the slowest mode with only a few percent relaxing

with higher modes (Brownstein and Tarr 1979). This multi-exponential decay due to

relaxation in a single pore can complicate the interpretation of NMR data.

Outside the fast diffusion regime, T1,2B, T2D, and T2IH remain the same. However, T1,2S

is no longer described by Eq. (9). The slowest mode surface relaxation time, which is

denoted T1,2S–0, is instead given by (Godefroy et al. 2001)

1

T1;2S�0

¼ 1
r

aq1;2
þ r2

2aD

: ð10Þ

In the case of slow diffusion, the second term in the denominator dominates the

relaxation and T1,2–0, simplifies to (Godefroy et al. 2001)

1

T1;2S�0

¼ 2aD

r2
: ð11Þ

Figure 5 shows how the slowest mode relaxation time, normalized by the slowest mode

relaxation time at j = ?, changes as a function of j.

The effect of violating the fast diffusion regime has implications for the relation

between NMR relaxation times and the pore-size distribution as well as the NMR estimates

of Spor. For lab-NMR measurements on near-surface sediments, it has been shown that a

linear transformation of the relaxation time distribution using Eq. (9) yields a relative

distribution of pore sizes but does not yield the true distribution of pore sizes as estimated

from the grain sizes or mercury injection porosimetry (Hinedi et al. 1993; Keating and
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Distribution 

of Pores

Relaxation Time

Fig. 4 Theoretical relaxation time distributions for a range of pore sizes. For the square panels, the pores
are shown in black, whereas the solid matrix is in white. Figure modified from Mohnke and Yaramanci
(2008)
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Falzone 2013). It has been hypothesized that the reasons for the inability of the relaxation

time distribution to accurately estimate the pore-size distribution is because (1) relaxation

does not occur in the fast diffusion regime or (2) the estimated value of the measured

surface area (determined using Nitrogen BET) is not the same as the water-wetted surface

area resulting in inaccurate estimates for the surface relaxivity. Keating and Falzone (2013)

showed analytically that for materials in which relaxation occurred near the boundary or

outside the fast diffusion regime, i.e., j[ 0.1, the distribution of relaxation times would be

broader than the associated pore-size distribution. However, the laboratory results from

Keating and Falzone (2013) did not match the theoretical results; the reason for the

difference between the relaxation time distributions and the pore-size distribution is

unresolved, and research in this area is ongoing.

As discussed in Sect. 2, pore coupling implies that diffusing spins can move through and

sample multiple pores on the time scale of an NMR measurement. If there is pore coupling,

then each element in the sum of Eq. (2) does not represent a single pore but instead

represents an average across multiple pores. Using silica gels with a bimodal pore-size

distribution in a study of T2 relaxation times, Grunewald and Knight (2009) observed that

the degree to which pores are coupled depends on q2. When q2 was lower, pore coupling

was stronger and the peaks of the bimodal relaxation time distribution merged. When q2

was higher, pore coupling was weaker and the peaks in the relaxation time distribution

were separate. The same observations have been made for T1 measurements (Bryar et al.

2000; Daughney et al. 2000). The link between pore coupling and surface relaxivity has

been modeled analytically, and it was noted that for high surface relaxivity, the diffusion

length is reduced because the enhanced relaxation limits both the time and the distance

over which a diffusing proton can travel before relaxing (Ramakrishnan et al. 1999).

Grunewald and Knight (2009) concluded that in unconsolidated material with well-con-

nected pores, the NMR relaxation time distribution might not accurately represent the

underlying pore structure due to pore coupling effects.
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3.4 NMR-Estimated Hydraulic Conductivity

Laboratory studies linking NMR relaxation times with fluid flow properties primarily focus

on estimating permeability, k, in hydrocarbon reservoirs. Traditional models for estimating

k from NMR parameters are derived from capillary tube models that link k to bulk physical

properties of a water-saturated porous medium using the Kozeny–Carman (K–C) relation

or a variation of this relation (e.g., Seevers 1966)

k ¼ /r2
h

astor

: ð12Þ

Here, / is the porosity, rh is the hydraulic radius, typically represented by the inverse of

Spor, a is a geometric factor, and stor is the tortuosity. The permeability estimates can be

transformed to estimates of saturated hydraulic conductivity, K, using the conversion

K ¼ k
gq
l
; ð13Þ

where l is the temperature-dependent dynamic viscosity, g ¼ 9:8 m=s2 is the gravitational

acceleration, and q is the temperature-dependent density. At 30 �C, the operating tem-

perature of many low-field NMR laboratory instruments l is 0.7978 9 10-3 kg/(s m) and

q is 995.7 kg/m3.

Although the body of the literature linking NMR relaxation measurements to k is

extensive, the available models were developed for use in the analysis of petroleum res-

ervoirs and only a limited number of studies explicitly consider near-surface sediments.

Although most models were developed to estimate k, here, they are presented in terms of

K as the primary application here is water resource issues.

The NMR-K models fall into two main categories: (1) Timur–Coates (T–C) models,

which use the NMR-determined porosity, /NMR, and the ratio of free fluid to bound fluid in

the measured volume to estimate K, and (2) Schlumberger Doll Research (SDR) models,

which use /NMR and T2 to estimate K (Coates and Dumanoir 1974; Seevers 1966; Timur

1969). Both the T–C and SDR models require that relaxation occurs in the fast diffusion

regime and assume that T2B is negligible. A recent study, however, provided evidence for

the need to account for T2B in the hydraulic conductivity estimations (Dlubac et al. 2013).

SDR models are more commonly used than T–C models, but as long as the models are

properly calibrated for lithology, both have been found to yield comparable estimates of

k or K (e.g., Allen et al. 2000).

In the T–C K models, the ratio of free fluid to bound fluid is calculated from the ratio of

the Free Fluid Index (FFI) to the Bound Fluid Index (BFI). FFI is the integral of the NMR

signal with a relaxation time greater than a predefined cutoff time, calculated fromP
T2 [ T2cut off

fi, and the BFI is the integral of the NMR signal with a relaxation time less than

the cutoff time, calculated from
P

T2\T2cut off

fi. For water-saturated sandstones, a 33 ms cutoff

time is typically used whereas, for carbonates, the cutoff time is significantly greater (100s

of milliseconds; Freedman 2006). To the best of the authors’ knowledge, no research has

been done on unconsolidated sediments to define an appropriate cutoff time although one

recent study showed that a cutoff time of 33 ms was sufficient to distinguish between

mobile and immobile pore water in zeolites (Swanson et al. 2012). T–C permeability

models are of the form (Coates and Dumanoir 1974; Timur 1969)
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K ¼ CT�C

FFI

BFI

� �aT�C

/bT�c

NMR: ð14Þ

Here, CT–C, aT–C and bT–C are empirically derived constants; typically, aT–C is on the

order of 2 and bT–C is on the order of 4. The value of CT–C depends on lithology.

The SDR models are of the form (e.g., Seevers 1966),

K ¼ CSDR T2MLð ÞaSDR/bSDR

NMR; ð15Þ

where CSDR, aSDR and bSDR are empirically derived constants. In the original formulation

of the equation, aSDR was 1 and bSDR was 2; however, under the assumption of fast

diffusion, aSDR should be set to 2. The value of bSDR ranges from 2 to 4 (e.g., Weller et al.

2010). In petroleum well-logging analysis, permeability and NMR data collected from rock

cores are used to determine the constants in Eqs. (14) or (15) for each lithologic layer

within a well and then used to determine a calibrated NMR estimate of permeability for an

entire well log. Numerous lab-NMR studies have attempted to determine universal esti-

mates of the constants with limited success (e.g., Weller et al. 2010). By comparing the

value of T�2 determined from SNMR measurements to estimates of the hydraulic con-

ductivity determined from grain size analysis, a simplified equation to estimate the

hydraulic conductivity was proposed by Yaramanci et al. (1999) where it was found that

CSDR ¼ 1:1, aSDR ¼ 4:14, and bSDR ¼ 0 for K in cm/s.

The lack of a universal set of coefficients that describes K based on Eqs. (14) and (15)

likely stems from two factors. First, both equations assume that K can be estimated from

bulk properties of the system rather than the effective properties. However, laboratory

experiments have shown that K–C models yield values that correlate well for K within a

sedimentary unit, but the accuracy is typically limited to plus or minus one order of

magnitude (Thompson et al. 1987). The limitation of K–C models arises from the fact that

such models link K to the bulk or total volume properties of the porous medium, e.g., / and

Spor, whereas the properties controlling fluid flow are the pore throat radius and the

interconnected porosity (Katz and Thompson 1986). Second, in samples where the

effective properties are equal to the bulk properties, using T2 to estimate Spor may lead to

errors due to the non-uniqueness introduced by q2 in Eq. (9). The determination of Spor

assumes that q2 is known or can be estimated; however, the value of q2 depends on

paramagnetic content and mineralogy and can vary over orders of magnitude (Keating and

Knight 2007). In order to try and obtain a more accurate estimate of K for aquifer mate-

rials, multiple studies have attempted to developed NMR-K models that account for slow

diffusion by changing the value of aSDR or by using Eq. (10) to estimate Spor rather than

Eq. (9) (Dlubac et al. 2014; Dlugosch et al. 2012).

3.5 Effect of Magnetic Field Inhomogeneities on NMR Relaxation Times

One area that has received a lot of attention in near-surface geophysics studies of NMR

methods is the effect of magnetic field inhomogeneities on NMR relaxation times. Mag-

netic field inhomogeneities can enhance the transverse relaxation rate (either T2 or T�2 ),

which in extreme cases can lead to relaxation occurring entirely within the measurement

dead time resulting in a complete loss of signal (e.g., Roy et al. 2008). Magnetic field

inhomogeneities in lab-NMR or in BNMR are caused by imperfections in the static field,

applied gradients, and/or differences in the magnetic susceptibility of the solid-phase
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material and the saturating fluid. In SNMR, magnetic field inhomogeneities can also be

caused by large-scale magnetic features such as a dyke (Vouillamoz et al. 2011).

As discussed in Sect. 2.1, inhomogeneities in the magnetic field require that a third term

be used in the equation for the transverse relaxation time:T2IH for T�2 and T2D for T2. T2IH,

in Eq. (5), is often approximated by

1

T2IH

¼ c
2p

DB; ð16Þ

where DB is the total variation in the magnetic field (e.g., Chen et al. 2005; Grunewald and

Knight 2011b; Müller et al. 2005); however, the exact form of Eq. (16) depends on the

pore-scale properties and the statistical distribution of the magnetic field inhomogeneities

(Grunewald and Knight 2011b). In addition, when magnetic field inhomogeneities are

present and pores are large, the FID can be non-exponential further complicating the

interpretation of NMR data in inhomogeneous fields (Grunewald and Knight 2012).

T2D is often approximated by (Fantazzini and Brown 2005; Kleinberg and Horsfield

1990)

1

T2D

¼ D
cGtEð Þ2

12
; ð17Þ

where D, as previously defined, is the self-diffusion coefficient of water, G represents the

average magnetic field gradient, and tE is the echo time. In a study of the effect of the

presence of magnetite, a mineral with a high magnetic susceptibility, on the NMR signal, it

was found that smaller particles of magnetite had a stronger impact on the relaxation time

and that higher concentrations of magnetite led to faster relaxation (Keating and Knight

2008). Since magnetic field inhomogeneities typically result in unreliable estimates of the

hydraulic conductivity, a large number of studies have focused on estimating T1 values in

the field (e.g., Legchenko et al. 2004; Müller-Petke et al. 2013; Walbrecker et al. 2011b;

Walbrecker and Behroozmand 2012). In the petroleum industry, it has been recognized that

a new pulse sequence can be used to take advantage of the inhomogeneities in the magnetic

field to improve estimates of pore-size distributions and to differentiate oil-filled porosity

from water-filled porosity (e.g., Song 2013).

3.6 Use of NMR for Vadose Zone Applications

While NMR measurements on water-saturated materials are well studied, there have only

been a limited number of studies that focus on the interpretation of NMR measurements for

applications in the vadose zone. As the relaxation time distribution (Sect. 3.2) has been

linked to the pore-size distribution, the relaxation time distribution of a saturated sample

has been used to estimate the water retention curve, WRC (e.g., Costabel and Yaramanci

2011a; Jaeger et al. 2009). However, in the vadose zone, soils are typically unsaturated. For

unsaturated geologic media, the average relaxation time and relaxation time distribution

have been shown to be function of saturation (e.g., Chang and Ioannidis 2002; D’Orazio

et al. 1990; Jaeger et al. 2009; Pohlmeier et al. 2009; Stingaciu et al. 2009). Costabel and

Yaramanci (2011a) noted that for unsaturated geologic media, unlike saturated geologic

media, the T2-distribution is not a measure of the pore-size distribution, but rather a

measure of the distribution of the water within the pore space at a specific degree of

saturation. Due to the relation between relaxation time and saturation, a number of studies

have focused on estimating the unsaturated hydraulic conductivity, KU, and the WRC from
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unsaturated, unconsolidated sediments (e.g., Chen et al. 1994; Costabel and Yaramanci

2011a; Ioannidis et al. 2006).

Costabel and Yaramanci (2011b) introduced a Brooks–Corey parameterization of

unsaturated NMR measurements of T2, although the same approach could be used for T1,

SNMR ¼
T2S

T2S;Sat

� �k

¼ Tk
2S;Rel; ð18Þ

where T2S is the relaxation time in an unsaturated state, T2S,Sat is the surface relaxation time

at saturation, T2S,Rel is the relative value of T2S calculated from the ratio of T2S to T2S,Sat,

and k is a fitting parameter. Costabel and Yaramanci (2011b) assumed that k corresponds

to the parameter relating matric potential to saturation in the Brooks–Corey model of the

WRC and that it would range from 0.1 for materials with broad pore-size distributions to 2

for materials with narrow pore-size distribution. Laboratory experiments have shown that k
is greater than 1 for the porous glass materials with pore diameters of 4 nm and 1 lm

(Mattea et al. 2004), for glass beads with mean diameters of 300 lm (Ioannidis et al.

2006), and for industrial sands with low iron(III) concentrations with mean grain diameters

ranging from 0.06 to 2 mm (Costabel and Yaramanci 2011b). However, evidence also

exists that the value of k is a function of the value of j. In particular, Costabel (2011)

presented a model for the relaxation time as a function of saturation for a single pore where

at each degree of saturation, the water was distributed as film on the surface of a pore of

ideal shape. The results of this model suggest that differences in k are not only due to the

homogeneity of the grain size distribution but also depend on the regime in which the

relaxation of the saturated sample occurs. Costabel’s model indicated that k * 1 for

samples in the fast diffusion regime and k\ 1 for samples outside the fast diffusion

regime.

In an early paper focused on estimating KU from NMR parameters, Chen et al. (1994)

proposed a method for estimating the ratio of KU to K, KU/K, from the ratio of the

unsaturated transverse NMR relaxation time, T2-U, to the saturated transverse relaxation

time, T2 and the NMR-estimated water saturation. This approach was later verified by

Ioannidis et al. (2006) using a gravity drainage experiment on a column of glass beads. In a

laboratory study where measurements were collected on a wide range of natural sediments,

Costabel and Yaramanci (2011a) expanded the equation proposed by Chen et al. and

showed that the same equation can be used with T�2 in place of T2. However, Costabel and

Yaramanci note that if NMR measurements are collected using instruments with long dead

times, the water content may be underestimated in materials with short relaxation times.

This in turn could lead to large errors in estimates of KU. Furthermore, the equation for

estimating the KU from NMR measurements requires that the saturated relaxation time be

known and depends on an empirically determined constant, which could limit the wide-

spread application of this approach in the vadose zone.

Although no robust model has been developed that can be used to estimate vadose

parameters, the direct relation between the initial signal amplitude and water content

makes the NMR measurement useful for analysis of the vadose zone. Ongoing research in

this area will lead to improved models for estimating vadose zone parameters. Addition-

ally, novel instrumentation that is capable of higher resolution measurements of NMR

parameters in the top *1 m of the subsurface has recently been developed, which make an

understanding of the link between NMR parameters and vadose zone parameters even

more relevant (Walsh et al. 2012).
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3.7 NMR In Biogeophysics

Biogeophysics is an emerging area of Earth Sciences concerned with the ‘‘geophysical

signatures of microbial interactions with geologic media’’ (Atekwana and Slater 2009).

Biogeophysics has primarily been applied to understand the microbial processes associated

with the remediation of contaminants (e.g., Naudet et al. 2003); however, understanding

geophysical signatures associated with microbes and microbial interactions also has potential

applications in monitoring biofilm growth and microbially enhance oil recovery. In this

section, the recent lab-NMR studies that are within the area of biogeophysics are discussed;

included in this discussion is the effect of geochemical changes on the NMR measurements.

The presence and growth of microbes in porous media can have a strong impact on the

NMR relaxation time. As microbes are composed in a large part of hydrogen-bearing

molecules, microbes themselves have an NMR response and the growth of microbes in

porous media changes the effective pore structure resulting in a change in the NMR

response. In a study of natural humus soils, lower relaxation times were associated with

soils with higher microbial activity (Jaeger et al. 2006). Additionally, multiple studies have

shown that the NMR response of a sample decreases significantly when microbial growth

causes biofouling (i.e., the growth of biofilms; Codd et al. 2011; Sanderlin et al. 2013).

As can be seen from Eq. (9), in addition to the pore geometry, the surface relaxivity also

impacts the NMR relaxation time. The surface relaxivity is governed by the presence of

paramagnetic ions on the surface of a pore; in this context, paramagnetic ions imply ions

with an unpaired electron such as iron(III) or manganese(II). Multiple studies have shown

that the relaxation time decreases as a function of the concentration of iron(III) or man-

ganese(II) on the surface of a pore (Bryar et al. 2000; Foley et al. 1996) and that the NMR

response of a material depends on the mineralogy and the redox state of the iron and/or

manganese in the measured sample (Bryar and Knight 2002; Jaeger et al. 2008; Keating

and Knight 2007, 2010). Keating et al. (2008) showed that NMR measurements are sen-

sitive to changes in iron mineralogy, and thus, as iron mineralogy often plays an important

role in the remediation of contaminants, these results indicate that NMR measurements can

be used as a proxy for monitoring important geochemical reactions associated with con-

taminant remediation. Furthermore, a recent study looked at the effect of uranium, a redox

active contaminant, on the NMR response (Vogt et al. 2012). This study demonstrated that

the conversion of soluble uranyl ions by microbial reduction to sparingly soluble uraninite,

which is used as a method for immobilizing subsurface uranium contamination, impacted

both T2 and T�2 relaxation implying that NMR measurements have the potential to monitor

uranium remediation. While these studies demonstrate the potential of NMR, it is not yet

known whether these measurements can be directly transferred to field applications and

much research, and testing is still needed before NMR can be fully realized as a tool for

monitoring in situ contaminant remediation.

4 Borehole Nuclear Magnetic Resonance (BNMR)

BNMR tools have been available for use in the petroleum industry since the 1960s (Brown

and Gamson 1960) and are currently regarded as a mature technology that is used to

characterize the pore space and fluids within petroleum reservoirs. However, the tools used

for investigating petroleum resources, which were designed to withstand high pressures,

are much too large for near-surface investigations; for instance, the MR Scanner (Sch-

lumberger) is 10 m long, 12.1 cm in diameter, and weighs 544 kg. Since near-surface
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wells are typically 5–12 cm in diameter, despite interest in using NMR to log near-surface

wells, widespread use of this instrument is not possible. In the past few years, new slimline

BNMR instruments have been developed specifically for use in near-surface environments

(Sucre et al. 2011; Walsh et al. 2013). In this section, an overview of the slimline BNMR

instrumentation used for near-surface investigations is presented and the applications for

which BNMR tools have been used are discussed. For information about tools developed

for petroleum applications, the reader is directed to Freedman (2006) and Allen et al.

(2000). Since this is a relatively new technology for near-surface studies, it is anticipated

that there will be a large growth in the use of slimline BNMR for hydrogeological and

environmental investigations in the near future.

4.1 BNMR Measurements and Instrumentation

The past few years have seen the production of a number of slimline BNMR tools that have

been developed for hydrogeologic and environmental investigations. Current slimline

BNMR tools all rely on an ‘‘inside out’’ magnetic field as the static field, that is, a magnet

is used to generate a static field outside of the tool, and this ‘‘stray field’’ is used to probe

the formation outside of the borehole (Sucre et al. 2011; Walsh et al. 2013). The resulting

static field is highly inhomogeneous. Since the field strength decreases with distance from

the tool, the Larmor frequency can be tuned to detect regions that are different distances

away from the center of the tool. In BNMR measurements, the depth of investigation of the

instrument is defined as the distance from the center of the tool to the region in the

formation probed by the instrument. The geometry of the region in the formation probed by

the instrument depends on the design of the detection coil. The existing slimline BNMR

instruments are sensitive to a thin cylindrical region around the outside of the borehole,

depicted in Fig. 6; this design is similar to the initial BNMR instruments for petroleum

applications (Perlo et al. 2013; Walsh et al. 2013). The standard pulse sequence available

in slimline BNMR instruments is the CPMG pulse sequence, which is used to determine

T2. Slimline BNMR instrumentation varies greatly in field strength and associated Larmor

frequency, probe size, depth of investigation, vertical resolution, and minimum echo time.

The largest instrument, the Javelin (Vista Clara Inc.), is the only commercially available

slimline BNMR instrument and was designed to detect the undisturbed formation, i.e., the

region in the formation that is not impacted by the drilling and installation of a well, in

near-surface boreholes (Walsh et al. 2013). The Javelin operates at Larmor frequencies

ranging from 245 to 295 kHz and comes in different sizes ranging from 4.4 to 13.3 cm

(1.75–5.25 in) in diameter and measures the formation in a thin cylindrical shell of a few

millimeters thickness around the borehole; Fig. 6 shows the volume measured with the

Javelin instrument. The depth of investigation ranges from 10 to 19 cm (4–7.5 in). The

vertical resolution of the Javelin ranges from 50 to 100 cm (20–40 in), and the minimum

echo time is 1.3 ms. The non-commercial slimline BNMR tool, the ‘‘Slimline logging’’

(SLL) NMR tool, was developed by researchers from Aachen University (Perlo et al.

2013). The SLL NMR tool operates at a Larmor frequency of 3.32 MHz and is 4.1 cm in

diameter. The depth of investigation of the SLL NMR tool is 4.5 cm from the center of the

tool, the vertical resolution is 10 cm, and the minimum echo time is 250 ls.

4.2 Overview of BNMR Studies

Both the petroleum BNMR tools and the new generation of slimline BNMR tools have

been used to investigate near-surface geological environments for applications including
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estimating hydraulic parameters (water content, hydraulic conductivity, and pore-size

distributions) of aquifers to evaluating groundwater resources and for aquifer storage and

recovery projects (Dlubac et al. 2013; Maliva et al. 2009; Walsh et al. 2013) and deter-

mining moisture profiles in the vadose zone (Sucre et al. 2010; Walsh et al. 2013). The

hydraulic parameters estimated from BNMR logs compare favorably to drilling, geologic,

natural gamma, electromagnetic induction, neutron probe and wellbore flow logging, as

well as slug tests (Dlubac et al. 2013; Johnson et al. 2012; Walsh et al. 2013). It is

important to note, however, that the BNMR-estimated hydraulic conductivity values and

pore-size distributions require site-specific calibration to give the true values, and other-

wise only represent relative values (Walsh et al. 2013); NMR estimates of hydraulic

conductivity are discussed in detail in Sect. 3.4. In a study completed in the High Plains

aquifer, Nebraska, USA, NMR estimates of hydraulic conductivity obtained from a

petroleum logging tool, the MR Scanner, were compared to measurements of hydraulic

conductivity obtained using wellbore flow logging; when a set of site-specific empirical

constants were defined for the materials at this site, the NMR hydraulic conductivity

estimates were found to be very reliable (Dlubac et al. 2013). Another recent study pre-

sented a statistical bootstrapping method for estimating the SDR parameters and for

determining uncertainty in NMR-K models (Parsekian et al. 2014). The study showed that

Fig. 6 Overview of the BNMR setup for the Javelin tool. The thin cylindrical measurement region around
the borehole is shown in red. The figure is not drawn to scale; dimensions shown represent the range of
dimensions for the Javelin tool. Figure modified from Walsh et al. (2013)
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uncertainty in the NMR estimates of K was comparable to colocated direct flow-based

measurements of K for unconsolidated fluvial aquifer material in a borehole in Lawrence,

Kansas, USA. An important consideration when using BNMR, as noted by Dlubac et al.

(2013), is that BNMR measurements are strongly affected by the magnetic properties of the

drilling mud and washouts within the borehole, suggesting that BNMR logs should be run

in wells that have been drilled using sonic logs and/or run in conjunction with calipers to

measure the diameter of the well.

5 Surface Nuclear Magnetic Resonance (SNMR)

SNMR has now been successfully adapted as a noninvasive surface-based geophysical

method to assess aquifer properties. The SNMR measurement consists of a large wire loop

deployed on the surface that typically acts as both a transmitter and a receiver (Fig. 7).

Using Earth’s magnetic field as the static field, the SNMR measurement samples the large

volume of protons in groundwater. The basic principles of the method are reviewed by

Legchenko and Valla (2002) and presented in two book chapters by Yaramanci and

Hertrich (2006) and Lange et al. (2007). This section starts with historical developments of

SNMR followed by the principal theory and applications of the method. An overview of

SNMR-related topics and review of the recent advances in measurement techniques, signal

processing, forward and inverse modeling, and hydrological parameter estimations are then

presented.

5.1 Historical Developments

The original idea for development of SNMR in Earth’s magnetic field dates back to the late

1970s. The first instrument, the ‘HYDROSCOPE,’ was developed in Russia in the 1980s

based on the idea that Earth’s magnetic field could act as a static magnetic field for NMR

measurements. The HYDROSCOPE was the first instrument to detected NMR signals from

in situ groundwater (e.g., Semenov et al. 1982; Semenov 1987; Semenov et al. 1988). More

recently, a PC-based version of SNMR equipment was developed in Russia (AQUATOM

equipment; see, e.g., Schirov and Rojkowski 2002a and Schirov et al. 1999). Based on the

success of the HYDROSCOPE system (e.g., Gev et al. 1996; Goldman et al. 1994; Schirov

et al. 1991; Shushakov and Legchenko 1994) a collaboration was established between the

Russian scientists and researchers at the French Geologic Survey (BRGM) to develop the

first commercial SNMR equipment, the NUMIS, in 1995. After a few years, a modular

version of this initial system, the NUMIS Plus, which facilitated ease of transportation and

supported a larger depth of investigation, was commercialized. In 2003, a reduced power,

smaller, and less expensive version of the NUMIS Plus, the NUMIS Lite, which was

suitable for shallower targets, was made commercially available (Bernard 2007). However,

these single-channel SNMR instruments were highly susceptible to anthropogenic noise

(e.g., Schirov et al. 1991).

To expand the applicability of SNMR measurements, in the 2000, instrumentation

development was directed toward multi-channel SNMR systems capable of greater noise

suppression than single-channel SNMR systems. Vista Clara Inc. developed the first

commercially available multi-channel (four to eight channel) SNMR system called the

GeoMRI (later reduced to GMR; Walsh 2006). IRIS Instruments subsequently developed a

multi-channel (four channel) instrument called the NUMIS Poly, which, in addition to

having multiple channels, has reduced measurement dead time over previous NUMIS
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versions and supplied fulltime series sampling. In addition to the two major SNMR sys-

tems, Radic Research developed a multi-channel (seven channel) system, the MRS MIDI

II, for shallow investigations up to 10 m (see, e.g., Radic 2005; Walbrecker et al. 2009,

2011a). Additional instruments that are in active development are not covered in this

review (e.g., Tingting et al. 2012).

From its inception, researchers have not agreed on a consistent terminology for the

surface-based NMR measurement. Some researchers have referred to it as ‘proton mag-

netic resonance’ or PMR (e.g., Guillen and Legchenko 2002; Legchenko and Valla 2002;

Shushakov and Legchenko 1994); however, this does not distinguish the surface mea-

surements from proton NMR measurements made in the laboratory. Other studies have

referred to ‘magnetic resonance sounding’ or MRS for 1D Earth parameterization (e.g.,

Behroozmand et al. 2012b; Hertrich et al. 2005; Müller-Petke and Yaramanci 2008), and to

‘surface NMR tomography’ for 2D/3D parameterization (e.g., Hertrich et al. 2007). In this

review, the convention ‘surface nuclear magnetic resonance’ is used to encompass 1D, 2D,

and 3D surveys; this terminology is consistent with studies where the method is abbre-

viated as surface NMR or SNMR (e.g., Irons et al. 2010; Knight et al. 2012; Walbrecker

et al. 2011a).

SNMR
system

Noise source 1 Noise source 3

Noise source 2

Ref. 1

Ref. 2

Ref. 3

Tx/Rx loop

25-150m

(Ref. loops not to scale)

Fig. 7 SNMR field setup. The transmitter and receiver loop(s) can be different shapes and sizes and be laid
out in different configurations. With the NUMIS Poly instrument, up to three reference loops, which are
typically smaller than the transmitter/receiver loop and contains multiple wire turns can be deployed. With
the GMR instrument, the reference loops are typically the same size and shape as the transmitter/receiver
loop, and up to seven reference loops can be used. The noise sources shown here represent a subset of all
sources that affect the SNMR signal
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5.2 Methodology

In this section, the basic theory of the SNMR method is described. For a comprehensive

derivation of the SNMR signal, valid for arbitrary transmitter and receiver loop geometry,

the reader is directed to Weichman et al. (2000) and Hertrich (2008).

As mentioned in Sect. 2, the physical property used in SNMR applications is the spin of

hydrogen protons in water molecules. For the SNMR measurement, the magnetic moments

of the hydrogen nuclei of the subsurface water molecules are situated within Earth’s

magnetic field, BE, which acts as the static magnetic field, and the protons precess about

Earth’s magnetic field. At thermal equilibrium, each small volume of water in the sub-

surface acquires a small net magnetic moment, which results from the sum of the magnetic

moments associated with the protons in that volume. The net magnetic moment points in

the same direction as Earth’s magnetic field [see Eq. (1)]. In the following sections, Earth’s

magnetic field and the evolution of magnetic moments during SNMR excitation are

discussed.

5.2.1 Earth’s Magnetic Field

As mentioned in Sect. 2, the intensity of Earth’s magnetic field at the surface ranges from

less than 25 lT to more than 65 lT, depending on geographical location. This corresponds

to Larmor frequencies in the range 1.06–2.8 kHz (a map of Earth’s magnetic field can be

found at www.ngdc.noaa.gov/geomag). The SNMR signal depends not only on the field

strength, but also on the inclination of Earth’s magnetic field; the effective (i.e., perpen-

dicular) component of the energizing magnetic field to Earth’s magnetic field scales with

the inclination (Sect. 5.2.2). Earth’s magnetic field is typically considered homogeneous

within the SNMR investigated volume under the assumption that there are no strongly

magnetic materials. However, temporal variation in Earth’s magnetic field (due to diurnal

variation or solar activity) may affect the local resonance conditions. Earth’s magnetic field

has a diurnal variation of about 0.2–0.5 lT, corresponding to Larmor frequency variations

on the order of a few Hertz. If Earth’s magnetic field is continuously measured during

SNMR data acquisition, then the frequency offset can be accounted for in the forward

model (e.g., Legchenko 2004; Walbrecker et al. 2011a).

5.2.2 SNMR Forward Response

In SNMR applications, the static and energizing magnetic fields are relatively weak,

compared with most lab-NMR and BNMR experiments. Since the signal strength scales as

B2
E [see Eqs. (1) and (20)], the SNMR signal is very small, on the order of nanovolts. To

gain sufficient signal, large subsurface volumes must be energized and the noise reduced

by advanced signal processing algorithms (Sect. 5.4).

The excitation pulse is generated, and subsurface spins are excited, by passing a current

pulse, tuned to the local Larmor frequency, and through the transmitter loop. The current

pulse is characterized by the pulse moment, q, defined as the product of the current

amplitude and the pulse duration, q ¼ I0 � sp. The applied pulse generates a corresponding

energizing magnetic field, BTðrÞ, whose intensity and direction depend on the subsurface

electrical resistivity structure and the measurement configuration. The energizing magnetic

field is weak, which necessitates the use of long pulse durations of 20–40 ms. The pen-

etration depth of BTðrÞ typically falls within the top 100 m of the subsurface. In electrically

conductive material, however, the signal attenuates and the field becomes elliptically
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polarized as it propagates through the subsurface limiting the depth penetration (Hertrich

2008; Weichman et al. 2000).

To model the forward response of the SNMR signal, in each elementary volume in the

subsurface, BTðrÞ is considered to be homogeneous; the component of BTðrÞ perpendicular

to BE, B?T ðrÞ, then interacts with the spins and tips their magnetization away from the

equilibrium state, as discussed in Sect. 2. B?T ðrÞ can be decomposed into the sum of two

components circularly polarized relative to the spin precession, B?T rð Þ ¼ BþT rð Þ þ B�T rð Þ,
where BþT ðrÞ is the corotating component and B�T ðrÞ is the counter-rotating component.

BþT ðrÞ is the component of the transmitted field that acts on the spins to tip them out of

alignment with BE. In SNMR, the tip angle is defined as hT r; sp

� �
¼ xT rð Þsp ¼ c BþT rð Þ

�� ��sp,

where xT rð Þ is the transmitter pulse angular frequency and is theoretically equal to the

Larmor angular frequency. The tip angle varies throughout the volume, and its value at a

given location depends on the both the pulse duration and the magnitude of BþT ðr) (see

Fig. 8 and details in Sect. 5.2.3). Because the energizing field is rapidly weakened with

distance, spins located far from the transmitter loop are not energized and it is only

necessary to include spins within a distance of 2–3 times the loop size in the numerical

forward calculation.

After the energizing pulse is turned off, the precessional motion of the decaying trans-

verse component of the magnetization, the FID, produces a weak oscillating magnetic field.

This signal propagates in the subsurface and can be measured inductively using a receiver

loop on the surface. The measured signal is a superposition of the signals arising from all the

precessing nuclear spins within the excited Earth volume. To provide depth information, the

signal is measured with a series of pulse moments exciting different Earth volumes.

The general expression for the induced SNMR voltage in the receiver loop is (e.g.,

Müller-Petke and Yaramanci 2010b)

V q; tð Þ ¼
Z

K q; rð Þ
Z

Wðr; T�2 Þ � e
� t

T�
2 dT�2 d3r: ð19Þ

This model is referred to as the QT SNMR signal as V(q, t), which denotes the measured

SNMR signal, is dependent on both q and time, t. T�2 , as mentioned earlier, is the effective

transverse relaxation time, r is the position, Wðr; T�2 Þ is the partial water content (i.e., water

content distribution in space and at different relaxation time values), and K q; rð Þ is the

kernel function. The decay curve starts at the time zero, which is defined as the center of

transmitter pulse as discussed in detail in Sect. 5.3. Under on-resonance conditions, K q; rð Þ
becomes (Hertrich 2008; Weichman et al. 2000)

K q; rð Þ ¼ xLM0 sin �c
q

I0

BþT rð Þ
�� ��

� �

� 2

I0

B�R rð Þ
�� �� � ei fT r;xLð ÞþfR r;xLð Þ½ �

� b̂?R r;xLð Þ � b̂?T r;xLð Þ þ ib̂0 � b̂?R r;xLð Þ � b̂?T r;xLð Þ
h i

; ð20Þ

where xL is the angular Larmor frequency and I0 is transmitter loop current. As mentioned

above, BþT ðrÞ is the corotating component of the projected transmitter field into the plane

perpendicular to BE. Similarly, BR denotes a virtual magnetic field from a unit current in

the receiver loop, and the counter-rotating component of its projection into the plane

perpendicular to BE is denoted by B�R ðrÞ. b̂0, b̂?T and b̂?R are unit vectors, b̂0 points in the
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direction of BE, b̂?T points in the direction of the component of the transmitter field

perpendicular to BE, and similarly b̂?R points in the direction of the component of the

receiver field perpendicular to BE. fT and fR are the phase lags from transmitter to the

sample (observation point) and from the sample to the receiver. The rest of the variables in

Eq. (20) are as previously defined.

To calculate the energizing magnetic field, the resistivity structure of the subsurface is

needed. In some cases, it is assumed that the subsurface is a resistive half-space; however,

this assumption is often invalid, and so it is recommended that the resistivity structure be

obtained from a complementary geophysical method such as transient electromagnetic

(TEM) or DC resistivity.

In typical SNMR surveys, a coincident transmitter/receiver loop configuration is used,

that is, the same loop is used to transmit the energizing pulse and receive the NMR signal,

and a 1D Earth structure, i.e., a horizontally stratified subsurface, is considered. In this

case, Eq. (20) simplifies to

K q; rð Þ ¼ xLM0 sin �c
q

I0

BþT rð Þ
�� ��

� �

� 2

I0

B�T rð Þ
�� �� � e2ifT r;xLð Þ

: ð21Þ

The response is obtained by integrating Eq. (19) over x and y

V q; tð Þ ¼
Z

K q; zð Þ
Z

Wðz; T�2 Þ � e
� t

T�
2 dT�2 dz: ð22Þ

Fig. 8 Numerical simulations of the SNMR tip angle for different geologic models: a a homogeneous
10,000 Xm half-space, b a homogeneous 20 Xm half-space, c a three-layer model with resistivity values of
10, 100 and 10 Xm and thicknesses of 20 and 20 m, respectively. Column 1: vertical x–z (y = 0) slice of the
3D tip angle; column 2: vertical y–z (x = 0) slice of the 3D tip angle; columns 3 and 4: horizontal x–y slices
of the 3D tip angle at depths 10 and 50 m. The color shows the tip angle values oscillating between 0 and
360�. The simulations were carried out for a 10 As pulse moment
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Due to the long effective dead time, standard SNMR measurements do not provide the

total water content as information of the very fast decaying signals disappear before the

measurement starts. The SNMR-estimated water content, i.e., the partial water content

defined as W in Eq. (22), is the portion of the total water content that is not bound to the

grain surface or located in very fine pores.

5.2.3 Tip Angle and SNMR Sensitivity Function

As with other geophysical methods, SNMR measures an average of the physical param-

eters to which it is sensitive over a given volume. However, not all parts of the subsurface

contribute equally to this average. For a given field setting, both the tip angle and the

kernel, also called the sensitivity function, express how a change in the physical parameters

at a point in the subsurface will change the SNMR data. Both the tip angle and kernel

depend on Earth’s magnetic field (both magnitude and inclination), transmitted field, pulse

moment, loop configuration, and resistivity structure of the subsurface.

First, consider the behavior of the tip angle. Figure 8 shows an example of the variation

of the tip angle in the subsurface. In Fig. 8, the SNMR tip angle was determined for three

geologic models: (a) a homogeneous 10,000 Xm half-space (b) a homogeneous 20 Xm

half-space and (c) a three-layer horizontally stratified model with resistivities of 10, 100,

and 10 Xm and thicknesses of 20 and 20 m, respectively. The simulations were carried out

for a coincident square loop with loop-side length of 100 m, centered at the origin,

(x, y, z) = (0, 0, 0). A pulse moment of 10 As was used. Earth’s magnetic field intensity,

inclination, and declination were set to 50,030 nT, 70� and 0�, respectively. The columns

of Fig. 8 represent vertical (x–z, columns 1; y–z, column 2) and horizontal (x–y, columns 3

and 4) slices of the 3D tip angle. The depths at which columns 3 and 4 are sliced are

marked with dashed lines in the panels of columns 1 and 2. The tip angle values oscillate

between 0� and 360� degrees; most of the oscillations occur in the shallow subsurface

(compare columns 3 and 4). The regions with 90� (red) and 270� or -90� (blue) tip angles

contribute most to the SNMR kernel because the tip angle is in a sine function, as shown in

Eq. (20). The effect of the resistivity structure on the tip angle can be seen by comparing

the rows of Fig. 8. In a resistive medium (row 1), the tip angle structure penetrates deeper

than in a conductive medium (rows 2 and 3). Moreover, an asymmetrical pattern, with

respect to the x = 0 axis, is apparent (see columns 1, 3 and 4), which is due to spatial

distribution of BþT ðr) in conductive media. For the layered resistivity model (row 3), a

deformation of the tip angle structure appears, compared with the structure from a

homogeneous half-space model. Finally, comparing columns 3 and 4 for all resistivity

structures shows that in the shallow regions of the subsurface, the tip angle structure has a

square-shaped pattern, while in deeper regions, a circular pattern is observed. The change

in the shape of the tip angle distribution is due to the loop shape; in shallow regions the

energizing field of a square loop will be different from that of a circular loop of similar

size, whereas in deeper regions, the energizing fields from a square or a circular loop will

look the same (compare columns 3 and 4 with Fig. 4 in Weichman et al. 2000).

To explore the different components of the SNMR sensitivity function, 3D numerical

simulations of the SNMR kernel are displayed in Fig. 9a. The simulations were carried out

for a homogeneous 20 Xm half-space with site specifications as for Fig. 8. The columns of

Fig. 9a represent vertical (x–z, column 1; y–z, column 2) and horizontal (x–y, columns 3

and 4) slices through the 3D SNMR kernel; the rows of Fig. 9a represent the real and

imaginary components of the 3D SNMR kernel. The kernel is normalized by the value
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displayed in the bottom left hand corner of each panel. As with Fig. 8, the panels of Fig. 9a

display the complexities of the kernel in the subsurface and demonstrate the need for

accurately discretizing the subsurface when forward modeling SNMR data. The kernel

shows an oscillatory feature (due to the tip angle contribution) in shallow regions with

larger values than at depth, as expected. A notable feature shown in Fig. 9a is the depth of

the information obtained from the imaginary component of the kernel in the presence of

conductive medium. This demonstrates that there is an advantage to using the imaginary

component of the SNMR signal (see sections 5.5 and 7). As in Fig. 8, comparing columns

3 and 4 shows that the shallow regions of the kernel structure have a square-shaped pattern

due to the shape of the transmitter/receiver loop, while a circular pattern is observed at

depth (compare columns 3 and 4 with Figs. 8 and 9 in Weichman et al. 2000).

The SNMR kernel is often simplified by integrating over the horizontal plane (x and y),

which leads to a 1D function with depth. Depending on the pulse moment, different parts

of the 3D kernel might cancel each other out when integrating over x and y. Figure 9b

shows an example of a 1D SNMR kernel as a function of depth and pulse moment for

different subsurface resistivity structures; homogeneous half-space models with resistivity

values of 10,000, 100, 10 and 1 Xm and a three-layer horizontally stratified model with

resistivities of 10, 100, and 10 Xm and thicknesses of 20 and 20 m, respectively. Using the

same site specifications as in Figs. 8 and 9a, 1D kernels were calculated for pulse moment

values ranging from 1 to 15 As. The rows in Fig. 9b show the real and imaginary com-

ponents of the 1D kernel. As can been seen from the figure, the sensitivity varies sub-

stantially across the range of pulse moments and resistivity structures; however, for all

resistivity structures, the depth penetration of the sensitivity function increases when

higher pulse moments are applied. For the 10,000 Xm homogeneous half-space model

(column 1), the kernel is real-valued and the zone of sensitivity reaches depths of 100 m.

For the 100 Xm homogeneous half-space (column 2), the real component shows the same

behavior as in column 1 with slightly shallower depth penetration; however, at this

resistivity, a nonzero imaginary component emerges with depth. For the conductive models

in columns 3 and 4, both the real and imaginary components of the kernel attenuate

significantly with depth and the imaginary component is much larger than in columns 1 or

2. For the three-layer model in column 5, both the real and imaginary components of the

kernel show a similar pattern to column 3. However, the kernel penetrates deeper due to the

presence of the 100-Xm layer. For more details about the behavior of the SNMR sensitivity

function, the reader is directed to Weichman et al. (2000), Hertrich (2008), Braun et al.

(2009), Lehmann-Horn et al. (2011a; 2012) and Behroozmand et al. (2013a).

Next, consider the effect of Earth’s magnetic field on the NMR signal. From Eqs. (1)

and (20), it is clear that the sensitivity function depends on the magnitude of Earth’s

magnetic field. An increase in the magnitude of Earth’s magnetic field will increase the

spin magnetization and thereby increase the SNMR signal. However, a change in the

magnetic field also changes the Larmor frequency. An increase in the magnitude of Earth’s

magnetic field increases the Larmor frequency, which leads to a lower penetration depth of

the transmitted B-field. Finally, the inclination of Earth’s magnetic field scales the effective

(perpendicular) components of the transmitter and receiver magnetic fields, i.e., BþT ðrÞ and

B�R ðrÞ, which both affect the kernel [see Eq. (20)].

Finally, let us consider the effect of the loop configuration on the sensitivity function.

SNMR data are conventionally collected using square (Fig. 7), circular, square figure-eight

and circular figure-eight coincident loops with loop-side lengths and diameters ranging

from *25 to 150 m. For the coincident loop configuration, if excitation is on-resonance
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Fig. 9 a Numerical simulations of the 3D SNMR kernel for a homogeneous 20 Xm half-space. Rows 1 and
2 display the real and imaginary parts of the kernel, respectively. Column 1: vertical x-z (y = 0) slice of the
3D kernel; column 2: vertical y–z (x = 0) slice of the 3D kernel; columns 3 and 4: horizontal x–y slices of
the 3D kernel at depths 10 and 50 m. The color shows the kernel values normalized by the value displayed
in the bottom left hand corner of each panel. The simulations were carried out for a 10 As pulse moment.
b The 1D SNMR kernel as a function of depth and pulse moment for different homogeneous half-space
resistivity models with resistivities of 10,000 Xm (column 1), 100 Xm (column 2), 10 Xm (column 3) and 1
Xm (column 4), and a three-layer model (column 5) with resistivity values of 10, 100 and 10 Xm and
thicknesses of 20 and 20 m, respectively. Rows 1 and 2 display real and imaginary parts of the kernel,
respectively (note the difference in scale). The 1D kernels are simulated for pulse moment values ranging
from 1 to 15 As
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and instrument phase is neglected, then the kernel function is real-valued for a resistive

ground and complex-valued for a conductive ground (see Fig. 9b). Although less common,

a separated loop configuration has also been used to acquire SNMR data (e.g., Behrooz-

mand et al. 2013a; Hertrich 2008; Müller-Petke 2013). The third line in Eq. (20) accounts

for separate transmitter and receiver loops and can be neglected, i.e., set to one, when

coincident loops are used. However, in the separated loop configuration, the third line in

Eq. (20) contributes to the imaginary component of the kernel. This means that in the

separated loop configuration, even in the case where the ground is resistive, excitation is

on-resonance, and the instrument phase is neglected, the kernel function is complex.

In a recent study, Davis and Macnae (2012) considered the impact of using compact

receivers (z-axis oriented dipole) for both dB/dt and B-field measurements on the SNMR

sensitivity function. Subsequently, Davis et al. (2014), in a novel study, showed that the

secondary magnetic field (on the order of femtoTesla) can be directly measured using a

compact B-field sensor located at the center of the transmitter loop. Davis and Macnae

(2012) and Behroozmand et al. (2013a) found that when central loop configuration was

used to collect SNMR data, the 1D SNMR kernel displays oscillatory behavior with respect

to pulse moment (research in this area is ongoing).

5.3 SNMR Pulse Sequences

Although SNMR data are typically collected using an FID, a variety of different pulse

sequences have been developed for SNMR. Due to the long pulse durations, collecting

SNMR measurements is significantly more challenging than collecting lab-NMR or

BNMR measurements. In this section, the differences between theoretical FID measure-

ments and FID measurements collected using SNMR instrumentation are presented.

Additionally, the pulse sequences that have been developed for SNMR, including those

developed to determine T1 and T2, will be presented. Finally, the effect of pulsing off

resonance will be discussed.

5.3.1 SNMR FID Measurements

As shown in Fig. 2a, the FID is measured using a single-pulse acquisition scheme and the

measured signal is an exponential decay characterized by T�2 . The measured signal

oscillates at the Larmor frequency, which is ideally equal to the frequency of the ener-

gizing pulse. In SNMR, the signal is not measured in the rotating laboratory frame, and so

envelope detection of the FID is needed to provide both T�2 and E0. In lab-NMR and

BNMR, it is commonly assumed that relaxation processes do not occur until the trans-

mitted pulse has turned off; however, in SNMR measurements, because both sp and tdead

are long (*10–40 ms) compared to the measured relaxation time, significant relaxation

can occur during the pulse, referred to as relaxation during pulse or RDP. Consequently, to

obtain accurate estimates of T�2 and E0, the signal must be extrapolated back before the end

of the energizing pulse to the point in time where the relaxation processes originate.

Walbrecker et al. (2009) performed a comprehensive study on the influence of RDP

based on numerical simulations and sample-scale Earth’s field NMR experiments with

conditions closely matching those of SNMR applications. This study demonstrated that

ignoring RDP can introduce errors in E0 and the associated water content up to 25 % and

errors in T�2 up to 50 %. The RDP effect is significant for sp greater than 20 % of the

measured T�2 . The numerical simulations confirmed earlier results that extrapolating the
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signal back to sp/2 (assuming time zero at the beginning of transmitted pulse; see Fig. 2)

provides a much better estimate of both T�2 and E0 and can reduce RDP-related errors to

less than 2 % (Walbrecker et al. 2009; Weichman et al. 2000).

5.3.2 SNMR T2 Measurements

In SNMR studies, it is difficult to collect T2 data due to practical limitations such as long

measurement dead time and imperfect transmit pulses. However, driven by the impact of

magnetic minerals on T�2 [Eq. (5)], attempts have been made to estimate T2 using the spin

echo pulse sequence (Grunewald et al. 2014; Legchenko et al. 2010; Shushakov 1996;

Vouillamoz et al. 2011). The spin echo pulse sequence is described in Sect. 2.1 and shown

as the first two pulses of Fig. 2b. One complicating factor in the measurement of spin echo

data with SNMR is that the application of the second refocusing pulses generates FID

signals that may bias the measurement (these signals are not shown in Fig. 2b). These

interfering FID’s are generated because the applied pulses are not perfect; the initial pulse

is not simultaneously 90� everywhere in the subsurface, and similarly, the second pulse is

not simultaneously 180� everywhere in the subsurface. To eliminate the effects of the

interfering FIDs, Grunewald et al. (2014) incorporated phase cycling, i.e., collecting pairs

of measurements with alternated pulse phases, into the application of the spin echo pulses.

Phase cycling is an approach that is commonly used in lab-NMR and BNMR to remove

unwanted signals that are phase coherent with one or more pulses.

In addition to spin echo pulse sequences, two other pulse sequences have been devel-

oped to estimate T2 with SNMR data. Grunewald and Walsh (2013) showed that the CPMG

pulse sequence could be used with SNMR instrumentation; this pulse sequence has

recently been introduced for use in the GMR (Fig. 2b; Grunewald and Walsh 2013).

Grombacher et al. (2012) proposed SNMR-compatible composite pulses to quantify

background magnetic field inhomogeneities and to estimate T2 from T�2 data. In this

approach, a suite of composite pulses is applied and then the background magnetic field

inhomogeneity is characterized through the inversion process. This information is then

used to quantify and remove the component of static dephasing present in the measured

FID.

5.3.3 SNMR T1 Measurements

Although T1 takes longer to measure than T2 or T�2 and is more difficult to measure than T�2 ,

there is significant interest in measuring T1 with SNMR because it is not influenced by

magnetic field inhomogeneities and is thus a more reliable indicator of pore structure. A

double-pulse acquisition scheme, called a pseudo-saturation recovery (PSR) pulse

sequence (also called the quasi 90�–90� pulse sequence), is typically used to estimate T1. In

the PSR pulse sequence, the first excitation pulse is applied followed by a second pulse of

opposite polarity applied after a delay time, sd (Fig. 2c; e.g., Chalikakis et al. 2009;

Legchenko et al. 2002, 2004). A minimum of two delay times are required for a T1

estimate; however, it is recommended that at least three delay times be used (e.g., Müller-

Petke et al. 2013).

In the simplest case, where only one delay time is used, T1 can be estimated for each

pulse moment from

Vd sdð Þ ¼ E01 1� e�sd=T1

� 	
; ð23Þ
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by fitting to the (sd, Vd) data. As shown in Fig. 2c, E01 is the recovery curve’s asymptotic

value, i.e., Vd(sd ? ?) = E01. This equation assumes that Vd = 0 at sd = 0; however, as

with FID data, there can be significant RDP during the collection of T1 data. Walbrecker

et al. (2009) considered a modified version of Eq. (23) to account for possible offset of the

initial value at sd = 0 due to RDP

Vd sdð Þ ¼ V0 1� he�sd=T1

� 	
; ð24Þ

where h is a factor that accounts for the nonzero value of to the Vd at sd = 0.

There are two shortcomings of the conventional scheme to obtain T1. (1) As with the

spin echo pulse sequence, if the pulses are not perfectly 90�, then there is a contribution

from spins with flip angles other than 90� to the measured signal. (2) Due to instrumental

power limitations, the amplitudes of the first and second transmitter excitation pulses are

not equal. Walbrecker et al. (2011b) showed that these shortcomings result in biased

estimates of T1 because both T1 and T�2 components contributed to the measured signal that

is mapped into the transverse plane, i.e.,Vd is not only a function of T1. Walbrecker et al.

used phase cycling to eliminate these effects, and the phase-cycled pseudosaturation

recovery pulse sequence is referred to as pcPSR. In the pcPSR pulse sequence, two double-

pulse sequences are applied: in the first, the two pulses are in phase, in the second, the two

pulses are 180� out of phase. The voltage responses after each of the experiments are then

subtracted, leaving Vd as a function of T1 alone (Fig. 10a). In a field study, Walbrecker and

Behroozmand (2012) confirmed that the pcPSR pulse sequence yields improved estimates

of T1 (Fig. 10b).

In a very different approach from that of Walbrecker et al., Grunewald and Walsh

(2012) implemented the ‘crush-recovery’ pulse sequence to improve estimates of T1. As

with the PSR and pcPSR pulse sequences, the crush-recovery pulse sequences use a series

of two pulses separated by different delay times; however, unlike the PSR and pcPSR pulse

sequences, the first pulse is fixed with a high pulse moment and then followed by a pulse

with a weaker pulse moment. The advantage of this pulse sequence is that it ensures

identical resonance condition after the first excitation pulse and results in a simplified

inversion algorithm.

5.3.4 Off-Resonance Effects on SNMR Measurements

In SNMR modeling, it is presumed that the experiment is carried out under on-resonance

condition (i.e., the difference between the Larmor frequency and the transmitter frequency

is zero; Dx ¼ xL � xT ¼ 0), and thus, all protons are excited at the Larmor frequency.

However, this condition is not always met due to temporal and spatial variations in Earth’s

magnetic field leading to variations in the local Larmor frequencies and associated devi-

ations from the transmitter frequency. Moreover, instrumental imperfections associated

with the tuning of the energizing pulse may cause off-resonance effects or phase shifts

(e.g., Legchenko 2004; Walbrecker et al. 2011a). Even in perfect conditions, a minimum

frequency offset of *1–2 Hz is inevitable in SNMR experiments (e.g., Legchenko 2004;

Walbrecker et al. 2011a).

The sources of off-resonance effects in SNMR are beyond user control and may

introduce a phase shift on the signal that could be mistakenly interpreted as a variation in

the electrical resistivity or as a deep aquifer. Several studies have considered the effects

of off-resonance pulses on SNMR data (e.g., Girard et al. 2005; Hunter and Kepic 2005;

Legchenko and Valla 1998; Trushkin et al. 1993). Comprehensive studies of the effects of
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off-resonance pulses on water content and relaxation time determinations through

numerical simulations and experiments were done by Legchenko (2004) and Walbrecker

et al. (2011a). They found that, for frequency offsets of up to 5 Hz, the single-pulse SNMR

measurement produces reliable water content estimates provided that the pulse moments

are small to moderate or the aquifer is relatively deep. However, for strong pulse moments

or for shallow aquifers, the off-resonance effect is prominent and, as a result, an anomalous

increase in recorded signal amplitudes can be mistakenly interpreted as a deep aquifer. The

effect of pulsing off-resonance is enhanced in the double-pulse SNMR measurements, even

for commonly encountered small frequency offsets (Walbrecker et al. 2011a).

Due to the effect of pulsing off-resonance on SNMR data, it is important to account for

frequency offset effects in the forward modeling of SNMR data. Continuous measurements

of Earth’s magnetic field during SNMR data collection can be used to account for temporal

variation in BE and the frequency offset can then be determined for each pulse moment.

The frequency offset effect due to spatial inhomogeneities in the static magnetic field can

be corrected by directly measuring the magnetic field variations with depth in the borehole

(Grunewald et al. 2014; Knight et al. 2012). To account for variations in the Larmor

Fig. 10 a SNMR T1(q) estimates from exponential fits to three synthetic data points at different delay times
of 200, 600 and 3,000 ms. A constant value of T1 = 600 ms is considered throughout the geologic model.
Open circles show the data obtained from PSR experiment which vary and differ from the constant model
value of 600 ms, and solid circles correspond to the data obtained from pcPSR (figure used with permission
from Walbrecker et al. 2011b). b A field experiment on a homogeneous sandy aquifer in Denmark provides
empirical evidence for improved T1 estimate when using pcPSR (green circles) over PSR (red crosses) to
collect SNMR measurements (figure used with permission from Walbrecker and Behroozmand 2012)
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frequency, an effective tip angle is introduced, given by heff = xeffsp, where

x2
eff ¼ x2

1 þ Dx2, in which x1 ¼ c BþT
�� �� (e.g., Walbrecker et al. 2011a).

5.4 Signal Processing

As mentioned in Sect. 5.2.2, the measured NMR signal from water in the subsurface is very

small (on the order of hundreds of nanovolts). The raw SNMR signal is a combination of

both the NMR signal from the groundwater and the signal from ambient EM noise sources.

EM noise includes spikes (either natural, e.g., from lightning, or man-made, e.g., from

electric fences), coherent signals from powerlines, and background random noise. Gen-

erally, the magnitude of the noise is much higher than the magnitude of the NMR signal,

and the NMR signal of interest is masked by the noise. To obtain the NMR signal, the noise

imposed on the measured signal must therefore be removed with appropriate hardware-

and software-based signal processing. Signal processing is one of the primary research

activities in the SNMR community (see, e.g., Baofeng et al. 2012; Costabel and Müller-

Petke 2012a, b, 2014; Dalgaard et al. 2012; Larsen et al. 2014; Müller-Petke and Costabel

2012, 2014; Soltani and Xiao 2012; Walsh 2008).

The first noise-reducing scheme was to use a figure-eight-shaped loop, either a square or

circular eight, for data acquisition (Trushkin et al. 1994). With this configuration, the

current flows in opposite directions in each of the two loops formed by the figure-eight

shape. Provided that the noise is stationary and equal in both loops, the ambient EM noise

induced in the first loop is compensated by the noise induced in the second loop. Although

it has been shown that the figure-eight-shaped loop configuration can be used to suc-

cessfully collect data in noisy areas, this loop geometry reduces depth penetration when

compared to similar sized square or circular loops.

Before the generation of multi-channel SNMR instruments, SNMR data were measured

using a single channel, typically in the coincident loop configuration, and various pro-

cessing schemes have been developed to suppress noise from single-channel-instrument

data (e.g., Legchenko and Valla 1998, 2003; Strehl 2006). However, the efficiency of these

processing schemes was limited due to the absence of real-time information about the noise

imposed on the data. The development of multi-channel SNMR instrumentation changed

the way in which noise is canceled. In multi-channel instruments, a number of reference

loops are used in addition to the primary loop used for transmitting and receiving the NMR

signal. An example of the primary and noise loop setup is shown in Fig. 7. Although these

loops are commonly used to measure noise, they can also be used to record NMR signal.

Since part of the noise recorded by the reference loops will be correlated with the noise in

the primary loop, recording the signal in multiple loops enables the implementation of

advanced processing schemes. Using signal processing, the noise recorded in the reference

loops can be subtracted from the equivalent noise recorded in the primary loop and used to

obtain the desired NMR signal (e.g., Dalgaard et al. 2012; Larsen et al. 2014; Müller-Petke

and Yaramanci 2010a; Walsh 2008).

When using multiple loops for noise cancelation, a general SNMR-processing workflow

contains the following steps. (1) despiking: Spikes in the raw SNMR data, which arise due

to electrical discharges that are random in time, intense and often originate from different

sources, are removed from all data records (Costabel and Müller-Petke 2014; Dalgaard

et al. 2012; Jiang et al. 2011; Neyer et al. 2010; Strehl 2006); (2) coherent noise can-

celation: coherent noise from sources such as power lines, which accounts for the majority

of the noise in the raw SNMR signal, is filtered from the raw data using the noise recorded
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in the reference channels. Filtering methods include Wiener filtering and adaptive noise

cancelation (Dalgaard et al. 2012; Müller-Petke and Yaramanci 2011); (3) stacking:

incoherent noise that remains in the data, after despiking and coherent noise cancelation, is

suppressed by the appropriate averaging of multiple recordings; (4) envelope detection:

finally, the desired signal, i.e., the envelope of the FID, is extracted by envelope detection

and standard peak finding and fitting methods (e.g., Dalgaard et al. 2012; Neyer 2010).

Envelope detection is done in multiple steps that consist of determining the true Larmor

frequency, down converting the signal, determining and correcting for the phase offset, and

low-pass filtering. It is noteworthy that often, the preprocessing of SNMR data involves

band-pass filtering the signal from the receiver channels to a band of few hundred Hz

centered around the Larmor frequency.

Larsen et al. (2014) presented an alternate workflow for removing noise from the SNMR

signal. In this study, they combined model-based removal of powerline harmonics and

multi-channel Wiener filtering. Larsen et al. suggested that the workflow be changed to

include a second despiking after the model-based removal of powerline harmonics to

eliminate minor spikes that might be masked by the powerline signal. This would expand

step one in the workflow as follows: (1a) despiking (1b) model-based removal of powerline

harmonics (1c) despiking.

5.5 Forward Modeling and Inversion

In this section, an overview of the different forward modeling and inversion approaches

that are used in the analysis of SNMR data is presented. In Sect. 5.2.2, the full forward

response of SNMR data was given; however, to simplify the forward modeling and

inversion algorithms, the full forward response is not always used. Analysis approaches

differ in terms of: (1) the data used, e.g., the initial signal amplitude or the full exponential

decay, which is referred to here as data usage, (2) the SNMR decay characteristics, e.g.,

multi-exponential versus single exponential behavior, and (3) the full complex signal

versus the signal amplitude. In addition, other forward modeling and inversion approaches

include the sequential or joint inversion of SNMR data with other geophysical data, or

inversion of T�2 /T2/T1 data. Finally, as with other geophysical methods, the dimensionality

of the inverse problem and the parameter determination of the inversion approach can vary.

A flowchart of SNMR inversion schemes is shown in Fig. 11. In this section, the forward

modeling and inversion algorithms for SNMR data associated with each of these

approaches are reviewed.

Data usage. The SNMR data set is measured as a function of time and pulse moment,

V(q, t) [see Eqs. (19) and (22) and Fig. 12]. From the data space point of view, three major

inversion schemes exist: (1) initial amplitude inversion (IAI), (2) time step inversion (TSI),

and (3) QT, as it accounts for both q and t, inversion (QTI); see Table 2. In IAI, it is

assumed that the relaxation is mono-exponential. The distribution of water content with

depth is obtained by inverting the sounding curve (see Figs. 11, 12b), E0(q), which is the

initial amplitude (extrapolated from the early-time data in the FID) versus the pulse

moment (Legchenko and Shushakov 1998). In TSI, the data set is separated into different

sounding curves (see Figs. 11, 12c) to determine the water content distribution at different

time steps tn; W(z, t). W(z, t) is then fit with either a mono-exponential decay curve

(Legchenko and Valla 2002), which is used to determine the water content (W(z)) and

relaxation times (T�2 (z)) distribution with depth, or a multi-exponential fit (Mohnke and

Yaramanci 2005), which is used to determine the partial water content and T�2 -
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distributions, W(z, T�2 ). In QTI, the entire data set is considered and is used to directly

invert for W(z, T�2 ); see Figs. 11 and 12b. Müller-Petke and Yaramanci (2010b) showed

that the QTI approach led to improved determination of the inverted parameters compared

with both IAI and TSI. Using field examples, Dlugosch et al. (2014) and Behroozmand

et al. (2012a) also showed that including the complete data set led to improved discrim-

ination of layers with different water contents and relaxation times. However, the entire

data set consists of *15–20 pulse moments with 1 s of data measured at a sampling

frequency of 19,200 Hz for the NUMIS and 50,000 Hz for the GMR resulting in a very

large inverse problem. Therefore, the individual QT time series is commonly demodulated

Fig. 11 Flowchart of SNMR inversion schemes. Gray boxes represent geologic model of the subsurface
from inversion. For definition of the terms see Appendices 1 and 2, and Fig. 12
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through quadrature detection and down-sampling (Müller-Petke et al. 2011a) or, following

Behroozmand et al. (2012b), integrated over time gates, which increases the signal-to-noise

ratio and considerably reduces the size of the data space while maintaining the decay

characteristics of FIDs. A recent study by Irons et al. (2012) suggested that the demodu-

lation of the signal be done in the Fourier domain. The effective dead time then consists of

half transmitter pulse length, instrument dead time, and the post-processing time interval

before the first data point (Walsh et al. 2011).

SNMR decay characteristics. It is often assumed that the recorded SNMR signal is

multi-exponential, due to the fact that it is a superposition of the signal arising from

multiple layers of porous media with different relaxation behaviors. Additionally, even for

a single horizontal layer, following Eq. (2), the relaxation behavior of each layer can

exhibit multi-exponential behavior due to the pore-size distribution of the geologic

material in the layer (Dunn et al. 2002a). As with the inversion of lab-NMR and BNMR
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data, the multi-exponential behavior can be represented using a set of log-spaced relaxation

times assuming a smooth relaxation time distribution, a sum of a discrete number of

exponential decays, or using a stretched exponential approach.

Mohnke and Yaramanci (2005) and Müller-Petke and Yaramanci (2010b) showed that

SNMR data can be inverted using a smooth distribution of relaxation times; however, this

approach is computationally expensive. Other studies have reduced the complexity of the

physics of relaxation by fitting the data with a mono-exponential model (Günther and

Müller-Petke 2012; Hertrich 2008). In studies using the HYDROSCOPE, the multi-

exponential SNMR signal decay was simplified and approximated as the sum of three

exponents with preset relaxation time constants corresponding to small, medium, and large

pores (e.g., Goldman et al. 1994; Schirov and Rojkowski 2002b). The accuracy of this

specific scheme depends on the possibility of representing a multi-exponential decay as a

sum of the fixed exponents. A more recent approach for simplifying the inversion of the

multi-exponential decay was presented by Behroozmand et al. (2012b) where the decay

was modeled as a stretched exponential; as with lab-NMR and BNMR data, the stretched

exponential approximation is valid when the pore-size distribution consists of either a

single peak or two overlapping peaks. We note, however, that although it is typically

assumed that the SNMR signal is multi-exponential, care must be taken in the interpre-

tation of SNMR since, as shown by Grunewald and Knight (2012), under certain cir-

cumstances, i.e., in the presence of strongly inhomogeneous background field and large

pores, the FID may be non-exponential in form.

Complex versus amplitude data. As discussed in Sect. 5.2, the measured SNMR signal is

complex-valued. Although the full complex dataset is used during data processing for

unbiased estimates of the NMR parameters, the imaginary or phase data often shows

unreliable behavior and are not commonly used in the inversion of SNMR data. To sim-

plify the inversion algorithm, most studies only consider either the amplitude of the dataset

(e.g., Behroozmand et al. 2012b; Hertrich 2008; Legchenko et al. 2006, 2011; Müller-

Petke and Yaramanci 2010b) or, in the case of QTI, the rotated amplitude data (Müller-

Petke et al. 2011a) for inversion. The latter uses the results of the complex fit to rotate the

signal, which corrects for the phase and frequency offset, into the real plane.

Various attempts have been made to develop a full complex inversion of SNMR data

(e.g., Braun et al. 2005; Legchenko et al. 2008). As discussed in Sect. 5.2, the phase data

originate from different sources, including the subsurface conductivity structure and the

instrumental phase shifts. In theory, inverting the complex dataset could lead to improved

inverted images, especially when deep conductive structures are present (e.g., Braun et al.

2005). However, the phase changes that arise due to instrument shifts are not easy to

explain and complicate the inversion approach. If accurate knowledge of the instrument

phase is provided and the impact of frequency offsets can be modeled, a complex inversion

approach could provide a better estimation of NMR parameters due to the information

contained in the imaginary component of the SNMR dataset.

Inversion methods. As mentioned in Sect. 5.2.2, the subsurface resistivity structure affects

the transmitted magnetic field values and the SNMR kernel [Eq. (20)]. Therefore, information

about the deep resistivity structure is required to accurately invert SNMR data; this information

is particularly important when conductive structures exist (Behroozmand et al. 2012a). The

resistivity data are typically obtained using independent geophysical measurements such as

TEM or DC resistivity. Two approaches have been taken to include the resistivity structure in

SNMR data. The first is a conventional stepwise inversion of SNMR data (e.g., Hertrich 2008;

Legchenko and Shushakov 1998; Mohnke and Yaramanci 2002). In this method, the resistivity

structure is obtained directly from the inversion of the resistivity data and is assumed to be
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correct. The kernel is developed from the inverted resistivity structure and remains constant,

and only the SNMR parameters are updated during the inversion. Recently, Behroozmand et al.

(2012a) and Günther and Müller-Petke (2012) presented schemes for the joint inversion of

SNMR and TEM or DC resistivity data, in which the resistivity structure is inverted simulta-

neously with the SNMR parameters. In the joint inversion method, the resistivity values are

updated and, correspondingly, the kernel is updated, for each calculation of the SNMR forward

response. The joint inversion approach leads to a more reliable and robust determination of

aquifer characteristics when highly conductive layers exist.

The inversion algorithms discussed to this point were developed to invert for water

content and T�2 ; however, due to the different pulse acquisition schemes necessary to

collect the data, different algorithms are necessary to invert for water content and either T1

or T2. Inversion algorithms have been developed to invert SNMR data for T1, using the

double-pulse acquisition scheme (e.g., Chalikakis et al. 2009; Legchenko et al. 2004) or the

pcPSR acquisition scheme (Müller-Petke and Walbrecker 2012 and Walbrecker et al.

2012), and for T2 (e.g., Grunewald et al. 2014; Legchenko et al. 2010; Shushakov 1996). In

contrast to T�2 estimates, inversion of SNMR T2/T1 data helps distinguish whether fast

decaying signals are due to the presence of magnetic material or if they are due to an

impermeable material such as clay; see e.g., Grunewald et al. (2014).

Dimensionality of the inverse problem. The previous discussion of the forward mod-

eling and inversion algorithms focused on 1D models, as a 1D Earth model is commonly

assumed in the inversion of SNMR data. Weichman et al. (2000) and Hertrich (2008)

presented a comprehensive and general derivation of SNMR signal. As such, inversion

algorithms have been developed for 2D Earth models (e.g., Hertrich et al. 2007, Lehmann-

Horn et al. 2011b and Dlugosch et al. 2013) and 3D Earth models (Legchenko et al. 2011

and Chevalier et al. 2011).

Parameter determination. To understand the limitations of the SNMR measurement, it

is essential to assess the resolution and accuracy of the SNMR parameters in the inverted

model, irrespective of the inversion method. A large number of studies regarding the

accuracy of SNMR parameter determination have been published; for additional studies

not covered in this review the reader is directed to Günther and Müller-Petke (2012),

Müller-Petke et al. (2011a), Lehmann-Horn et al. (2012), Schirov and Rojkowski (2002a),

and Müller-Petke (2013).

The depth of investigation of SNMR data varies as a function of loop size, maximum pulse

moment, and the subsurface resistivity. Using singular value decomposition of the SNMR

forward operator, Müller-Petke and Yaramanci (2008) determined that, for a half-space

resistivity model, increasing loop diameter alone does not necessarily increase the depth of

investigation due to the scalability of the noise with the loop area. However, they found that

increasing the maximum pulse moment does increase penetration depth. Furthermore, they

found that, to some extent, a more resistive half-space corresponds to deeper penetration (see

Fig. 9b). Additional research has shown that the presence of a low-resistivity layer on top of an

aquifer will significantly decrease the depth of investigation (Behroozmand et al. 2013b).

In a joint SNMR and TEM data analysis scheme, Behroozmand et al. (2013b) studied

the effect of resistivity, water content, relaxation time, loop-side length, number of pulse

moments, measurement dead time, and noise level on the SNMR-determined water con-

tent. They considered a range of different layered Earth models with an aquifer located at

different depths and found that water content determination is not affected by size of the

transmitter/receiver loop or the number of pulse moments but that it is limited by the noise

levels. Decreasing the measurement dead time, particularly when there are geologic units
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with relatively short relaxation times, improved water content determination; similarly,

increasing the relaxation time of the signal in the aquifer improved the water content

determination. These results are consistent with previous claims that short dead times must

be used to obtain early-time SNMR signal information (Dlugosch et al. 2011;Walsh et al.

2011). Behroozmand et al. (2013a) compared parameter determination of separated loop

with the conventional coincident loop SNMR data and suggested that separated loop

configurations may have equivalent sensitivity as the coincident loop data.

Dalgaard et al. (2013) analyzed the influence of the number and distribution of pulse

moments and the number of stacks (i.e., number of records) on the model parameter deter-

mination. The results from the study showed that there is an upper limit on the number of pulse

moments required to obtain a reasonable parameter determination; the specific value of this

limit depends on the geologic model. Above the limit the data acquired using a higher number

of pulse moments and lower number of stacks provide the same parameter determination as

the data acquired using a lower number of pulse moments and higher number of stacks.

Furthermore, Dalgaard et al. determined an optimal q distribution that gives an improved

determination of model parameters when compared with a logarithmic q distribution.

5.6 Estimating Hydrological Parameters

As with BNMR, one of the most appealing aspects of SNMR is the associated noninvasive

estimates of K. In the interpretation of SNMR data, the empirical relation between the relaxation

time (either T�2 , T2 or T1), the NMR-estimated water content and K as mentioned in Sect. 3.4,

can be calibrated using estimates of K from locally conducted aquifer tests where available.

Based on that, a number of studies have dealt with estimating hydrogeological parameters and

found a good correlation between the results of borehole aquifer tests and estimates from

SNMR measurements (e.g., Boucher et al. 2009; Chalikakis et al. 2008, 2009; Lachassagne

et al. 2005; Legchenko et al. 2002; Lubczynski and Roy 2003; Plata and Rubio 2008). Due to

the large scale of SNMR measurements, Legchenko et al. (2002) recommend using the

transmissivity to estimate hydrogeological parameters of aquifers. Recently, Vilhelmsen

et al. (2014) proposed two methods for full joint hydrogeophysical inversion of SNMR, TEM

and aquifer test data in which they apply, as a part of the inversion, an empirical petrophysical

relation between SNMR-estimated parameters and hydraulic conductivity.

6 Case Studies

The application of NMR in near-surface geophysics is quickly growing. Numerous case

studies have been published showing that NMR geophysics can be used in a variety of

different near-surface environments including permafrost environments (e.g., Parsekian

et al. 2013), the vadose zone (e.g., Costabel and Günther 2012; Costabel and Yaramanci

2011a, b; Roy and Lubczynski 2005; Walsh et al. 2012, 2014), hard rock aquifers (e.g.,

Legchenko et al. 2006), karst (e.g., Chalikakis et al. 2011; Vouillamoz et al. 2003) and arid

regions (e.g., Schirov et al. 1991; Vouillamoz et al. 2008). Other studies have been pub-

lished showing that results from SNMR studies are complementary to results obtained from

other geophysical measurements including ground penetrating radar (e.g., Yaramanci et al.

2002), vertical electrical soundings (e.g., Perttu et al. 2011; Wattanasen and Elming 2008),

EM methods (e.g., Auken et al. 2014; Behroozmand et al. 2012a; Irons et al. 2014) and

BNMR measurements (Knight et al. 2012; Müller-Petke et al. 2011b). In this section, two
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case studies in areas of emerging scientific importance in near-surface geophysics are

considered. The first is a case study to address the capability of SNMR to assess permafrost

environments, and the second is a case study comparing the reliability and scale of the

SNMR measurements compared to BNMR measurements.

6.1 SNMR in Permafrost Environments

Understanding the extent of permafrost in northern environments is becoming increasingly

important as global warming leads to increases in ground temperature and affects pre-

cipitation patterns. As permafrost thaws, it can change the structure of soils causing them

to become unstable and it can also release subsurface stores of methane, acting as a

positive feedback in the global carbon cycle. Therefore, using noninvasive methods to

characterize the extent of permafrost has become an emerging area of interest in near-

surface geophysics (e.g., Minsley et al. 2012). Among geophysical methods, SNMR is a

promising method for the delineation of unfrozen structures in permafrost environments

because the NMR measurement is directly sensitive to the unfrozen water content in soils

(Callaghan et al. 1999; Kleinberg and Griffin 2005; Watanabe and Wake 2009). A few

studies have been published recently showing that SNMR can be used to delineate

unfrozen sediments from frozen sediments (Lehmann-Horn et al. 2011b; Parsekian et al.

2013; Turu 2012; Vincent et al. 2012; Yoshikawa et al. 2006). Here, the focus is on one

study that investigated the capability of SNMR to detect unfrozen sediments below ther-

mokarst lakes and to measure the depth of permafrost in Alaska (Parsekian et al. 2013).

In the study by Parsekian et al. (2013), SNMR data were collected at three sites. At two

of the sites, the depth and extent of ‘taliks,’ i.e., unfrozen regions within a permafrost

environment, below a frozen thermokarst lake were measured. Understanding talik

geometry is important for understanding regional surface water and ground water inter-

actions as well as subsurface methane production. At the third site, the depth to the bottom

of the permafrost was measured. The authors used the SNMR initial amplitude data in a

blocky inversion scheme to obtain a 1D water content depth profile; the inversion results

for the three sites are shown in Fig. 13. This approach is suitable for geologic layers with

sharp water content transitions, the results of which indicate the detection of unfrozen

water. By constraining the SNMR data using the known lake depth and associated water

content (i.e., 100 %), Parsekian et al. successfully obtained depth soundings of the

unfrozen region beneath the lakes. At one lake (Ace Lake), the SNMR results showed that

the depth of the talik was either open or connected to the groundwater system and that the

talik extended deeper than the SNMR depth of investigation. At the second lake (Caribou

Lake), the SNMR results showed that the talik was closed, i.e., underlain with permafrost.

At the permafrost site (Bonanza Creek), the SNMR results revealed an unfrozen region

beneath the permafrost layer. The SNMR results were in good agreement with available

data, including TEM results and with borehole data at the permafrost site (see Fig. 13).

To validate the findings of the paper, Parsekian et al. developed synthetic SNMR

sounding curves for the range of expected permafrost settings. These settings are shown in

Fig. 14 and include a permafrost setting with groundwater located beyond the detection

limit of the SNMR measurement, an isolated talik in a permafrost setting, a closed talik

below a thermokarst lake, a permafrost setting with groundwater within the detection limit

of the SNMR measurement, and an open talik below a thermokarst lake. In the forward

modeling, it was assumed that permafrost had a water content of 4 % and that a talik had

water content of 33 %. These models will help future researchers evaluate SNMR data in

permafrost settings.

Surv Geophys (2015) 36:27–85 69

123



6.2 Comparison of SNMR and BNMR Data

Until recently, SNMR measurements were compared to lab-NMR measurements to ‘ground

truth’ SNMR data. However, such comparisons are of limited use because of a number of

Fig. 13 Blocky inversion results from surface NMR soundings at the two thermokarst lakes, Ace Lake with
an open talik or deep-closed talik (a) and Caribou Lake with a closed talik (b), and the permafrost site,
Bonanza Creek (c). The black line for in each graph represents the best-fit model; the gray lines represent
the range of models that fit the data nearly as well. The dashed gray line shows the maximum depth
sensitivity for each sounding. The colored boxes plotted on the black line show the inversion constraints for
layer thickness and water content, which were obtained from direct measurements. The TEM resistivity
soundings are plotted as color bars. This figure was reproduced with permission from Parsekian et al. (2013)

Fig. 14 Five potential scenarios in permafrost settings (a) and their associated synthetic NMR soundings
(b). Scenario 1 is permafrost with groundwater beyond the detection limit of the SNMR measurement.
Scenario 2 is an isolated talik in a permafrost setting. Scenario 3 is a closed talik below a thermokarst lake.
Scenario 4 is permafrost with deep groundwater within the detection limit of the SNMR measurement.
Scenario 5 is an open talik below a thermokarst lake. The soundings were modeled assuming 4 % water
content in permafrost and 33 % water content in talik. This figure was reproduced with permission from
Parsekian et al. (2013)
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factors including sample size and magnetic field strength. However, in more recent studies,

SNMR data have been compared to BNMR data, which is sensitive to a larger sample volume

than lab-NMR. With some modification of the BNMR relaxation times, such work has shown

that SNMR relaxation times compare favorably with BNMR relaxation measurements and

ultimately provide estimates of hydraulic conductivity. For instance, by taking into account

variation in the background magnetic field, Grunewald et al. (2014) found that SNMR

measurements of T2 were comparable to BNMR measurements of T2. In an earlier study,

Müller-Petke et al. (2011b) also compared SNMR and BNMR data; by simplifying the

BNMR water content models presented in this study, i.e., clipping the early-recorded part of

the BNMR data and averaging vertical resolution of BNMR to obtain a blocky structure, they

found that the SNMR QT-inverted model was in good agreement with the BNMR data. Here,

we present a study by Knight et al. (2012) in which SNMR measurements were compared to

BNMR measurements to characterize the High Plains Aquifer in the central USA.

Knight et al. (2012) presented a field experiment to develop an understanding of the

physics underlying the SNMR relaxation parameter T�2 and to improve the link between T�2
and hydraulic conductivity of the geologic formation. By quantitatively comparing T�2 data

obtained with SNMR measurements to T2 data obtained with BNMR measurements collected

with both the MR Scanner and the Javelin, Knight et al. were able to ground truth the SNMR

data. As shown in Fig. 15a, clear differences were observed when comparing the SNMR

mean log T�2 (T�2ML; black line) and BNMR mean log T2 data (T2ML; magenta line) from both

tools. Two main factors were considered to explain the differences. The first was the

instrument dead time. For the SNMR measurements, the instrument dead time was approx-

imately 10 ms, whereas the echo time for the BNMR measurements was 1.0 ms for the MR

Scanner and 2.5 ms for the Javelin. Therefore, in the presence of geologic units with T2 values

less than *10 ms (like the top part of the left panel in Fig. 15a), the SNMR T�2 values can be

greater than T2 values measured by BNMR due to the lack of information from the early-time

data. In order to account for the instrument dead time, the early part of the BNMR data was

clipped. The second factor was the effect of inhomogeneities in the static magnetic field

(discussed in Sect. 2.1) on SNMR relaxation time. When the T2IH
-1 term is significant relative to

the T2S
-1 term in Eq. (5), T�2 will decrease relative to T2 in geologic units like the sand/gravel

section in Fig. 15. To account for this second difference, magnetic field variations with depth

in the borehole were measured using a magnetometer from which the T2IH
-1 term was obtained

using Eq. (16). The BNMR data were then transformed to so-called pseudo-T�2 data. After

these considerations, the difference between SNMR T�2 and BNMR pseudo-T�2 data was

considerably reduced (see Fig. 15b). The authors concluded that the two identified factors are

primarily responsible for determining the relation between SNMR T�2 and BMR T2.

7 Conclusions and Outlook

In this paper, the principles and applications of the NMR technique for characterizing near-

surface materials and environments were reviewed. The basic theory of NMR in porous

media and its applications using the laboratory, borehole, and field technologies are descri-

bed. The breakthrough developments in lab-NMR, BNMR, and SNMR were presented, and

the challenges faced at each measurement scale were highlighted. To the best of the authors’

knowledge, this paper covers the most current and advanced NMR research studies.

The high-level research activities carried out in the near-surface NMR community

during the past two decades have moved the method from being a tool that shows promise
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as a method for characterizing near-surface environments to a proven and accepted method

in near-surface geophysics. However, there is still a need for research to overcome the

current limitations of NMR experiments and to expand the current use of NMR. Here, key

research topics that need to be investigated are highlighted.

Recommendations for lab-NMR and to improve petrophysical relations:

1. Improve NMR estimates of hydraulic conductivity. As discussed in Sect. 3.4, even in

case when T1 or T2 measurements are collected in a homogeneous static magnetic

field, uncertainty associated with the value of q1,2 can lead to inaccurate estimates of

the hydraulic conductivity. Additionally, in aquifer material where large pores would

be expected, relaxation can occur outside the fast diffusion regime leading to incorrect

hydraulic conductivity models. Recent research has focused on including relaxation

outside the fast diffusion regime in hydraulic conductivity models and on determining

a robust hydraulic conductivity model that does not need calibration, more work is

clearly needed to improve our current understanding of the link between NMR

relaxation times and the hydraulic conductivity.

2. Improve NMR estimates of vadose zone parameters. While it is well known that NMR

measurements can be used to determine the water content of unsaturated soils, only

recently have studies focused on understanding the link between vadose zone

parameters, i.e., the water retention curve, the matrix potential, and the unsaturated

hydraulic conductivity, and NMR relaxation times. The development of new

equipment that is sensitive to the low signals in the vadose zone and capable of

high-resolution measurements in the top 1–5 m of the subsurface has made this a

crucial time to develop these models. As with NMR estimates of hydraulic

conductivity, in developing robust models for estimating vadose zone parameters, it

will be paramount to understand the role of q1,2 and the relaxation regime.

Recommendations for improving BNMR measurements:

1. Reduce the minimum echo time. As with the dead time, long echo times used by near-

surface BNMR instruments can mean that fast decaying signals are not captured with

the instrument. This in turn can mean that signals from fine materials, i.e., clays, are

not captured in the measurement. Although the echo times of the BNMR

measurements (on the order of 1–2 ms) are much shorter than the dead time of the

SNMR instruments (on the order of 5–40 ms), they are still much longer than those of

laboratory instruments (on the order of 0.05–0.1 ms).

2. Develop NMR relaxation time measurements to monitor contaminant remediation.

Recent laboratory studies have demonstrated that NMR relaxation times are sensitive

to changes in the iron redox conditions associated with contaminant remediation and

are sensitive to changes in the redox state of contaminants such as uranium. The link

between NMR measurements and mineralogy indicates that NMR has the potential to

monitor in situ contaminant remediation. However, what is not yet known is whether

these measurements can be directly transferred to the field and extensive field testing is

b Fig. 15 a Javelin (left) and MR scanner (right) T2 measurements and the lithologic log (middle). Colors
represent the T2 distribution at each depth interval with warm colors corresponding to high amplitudes. The
magenta and black lines represent SNMR T�2ML and BNMR T2ML, respectively. Due to some restrictions, the

MRS scanner data in the upper 12 m were not obtained. b Javelin (left) and MR scanner (right) pseudo-T�2
values and the lithologic log (middle). Again, warm colors correspond to high amplitudes. The magenta and
black lines represent SNMR T�2ML and BNMR pseudo-T�2ML, respectively. Note the difference in the time

axis. This figure was reproduced with permission from Knight et al. (2012)
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still needed before NMR can be fully realized as a tool for monitoring in situ

contaminant remediation.

Recommendations for improving SNMR measurements:

1. Enhance the signal-to-noise ratio. The weak signal-to-noise ratio often encountered in

SNMR measurements, due to low signal and/or high noise has been one of the main

obstacles preventing the widespread use of SNMR measurements because it makes

measurements in many places of interest unobtainable. Collecting data using a figure-

eight loop configuration is a common approach that reduces noise, but is a technique

that, as mentioned in the text, limits the depth of investigation. Recent studies have

shown promising breakthroughs in signal processing that may enable SNMR data to be

collected in more places of interest using the square or circular loop configurations

with higher depths of investigation. Continuous development of signal processing

schemes will help to expand the use and applicability of SNMR.

2. Reduce the effective measurement dead time. One of the main limitations of SNMR

measurements, when compared to either lab-NMR or BNMR measurements, is the long

effective dead time, which makes it difficult, and in some places impossible, to record a

SNMR signal from fine geologic units. Great efforts have been made in instrument

development to reduce the effective dead time by reducing both the instrument dead time

(currently less than or equal to 5 ms for the GMR and 20 ms for the NUMIS system) and

the duration of energizing pulse. The latter requires stronger current emission in order to

maintain the same pulse moment values. A shorter effective dead time will improve

parameter estimation and enable the recording of fast decaying signals. One area

currently undergoing research is the idea of building separate transmitter and receiver

units, which will further help to reduce the instrument dead time.

3. Reduce the effects of magnetic field inhomogeneities. The sensitivity of SNMR to

background magnetic field inhomogeneities limits the reliable use of petrophysical

relations between the most common SNMR parameter, T�2 , and K, especially in case of

large-pore structures. Recent studies have considered this matter by introducing new

pulse sequences for reducing the effect of background magnetic field inhomogeneities

and obtaining direct estimates of T2, i.e., spin echo pulse sequences or CPMG pulse

sequences. Another approach is to directly collect measurements of T1, which is not

affected by inhomogeneities in the magnetic field. In areas with large magnetic field

inhomogeneities, measurements of either T2 or T1 should complement the FID

measurement when collecting SNMR data.

4. Include the complex signal in SNMR inversion algorithms. Various studies have shown

the advantage of including complex data, rather than the amplitude of data, in the

inversion of SNMR data. Including the complex signal is especially important in the

presence of deep conductive layers where the imaginary part of the data contains much

more information than the real part. However, information on the phase component of

the signal is not yet fully understood. A full knowledge of different sources of the

phase data (e.g., instrument phase) will allow inversion algorithms to be developed

that account for the imaginary component arising from conductive subsurface

structures and thereby improve parameter estimation.

5. More efficient instruments and measurement techniques to improve the production rate.

SNMR has a much lower production rate than other geophysical measurements; a typical

study will consist of one sounding per day. One way to improve the production rate is to use

an array loop configuration (Müller-Petke 2013). By choosing appropriate transmitter and

receiver loop configurations, i.e., with high resolution below the entire array loop, one can
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obtain 2D investigation of the subsurface in one measurement step rather than individual

sounding measurements. Another method to improve the production rate is to use an array

of receivers that are distributed throughout the study area and wirelessly connected to a

separate SNMR receiver system; this setup would speed up both the processing and

collection of the data and consequently reduce measurement time.

Finally, it is recommended that more research be done to understand the scale dependence

of NMR properties and their relation to hydrogeological parameters of interest. While

SNMR has been used to provide the key property of the reservoirs, K, this estimate is

achieved using the literature-based empirical relations developed at the laboratory scale.

However, what is not yet available is a complete understanding of how the NMR and

hydrogeological properties of laboratory samples, which are often collected on samples

volumes of 10–100 mL, compare to SNMR measurement, which are collected on volumes

of approximately 107 m3. Therefore, integrating the scale of the measurement into the

petrophysical relation used to predict K with SNMR, BNMR, and lab-NMR data are an

important direction for future research.
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Appendix 1

See Table 3.

Table 3 Summary of acronyms

Term Definition

NMR Nuclear magnetic resonance

MRI Magnetic resonance imaging

SNMR Surface nuclear magnetic resonance; surface NMR

BNMR Borehole nuclear magnetic resonance; borehole NMR

Lab-NMR Laboratory NMR

EM Electromagnetic

FID Free induction decay

WRC Water retention curve

MRS Magnetic resonance sounding

RDP Relaxation processes during the pulse

IAI Initial amplitude inversion

TSI Time step inversion

QTI QT inversion

PSR Pseudosaturation recovery measurement scheme

pcPSR Phase-cycled pseudosaturation recovery measurement scheme

CPMG Carr–Purcell–Meiboom–Gill pulse sequence

thk Layer thickness (inversion model parameter)

rho Electrical resistivity (inversion model parameter)
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Appendix 2

See Table 4.

Table 4 Definition of main mathematical symbols

Symbol Definition

fL Larmor frequency

xL Larmor angular frequency

c Proton gyromagnetic ratio

B0 Static magnetic field

BE Earth’s magnetic field

n Number of protons per unit volume

⁄ Reduced Plank’s constant

T Absolute temperature in units of Kelvin

KB Boltzmann’s constant

M0 Net magnetization vector

M0 Value of net magnetization vector

D Self-diffusion coefficient of water

T2 Transverse relaxation time

T�2 Effective transverse relaxation time

T1 Longitudinal relaxation time

q2 Transverse surface relaxivity

q1 Longitudinal surface relaxivity

T1;2B Longitudinal or transverse bulk fluid relaxation time

T1;2S Longitudinal or transverse surface relaxation time

T2D Diffusion relaxation time

B1 tð Þ Energizing magnetic field

tdead Measurement dead time

sd Delay time, in T1 data

sp Energizing pulse duration

k Permeability

K Hydraulic conductivity

/ Porosity

q Energizing pulse moment

r Subsurface position

hT ðq; rÞ Spin tip angle, dependent on pulse moment and position

B?T Component of the energizing magnetic field perpendicular to
the Earth’s field

BþT Corotating component of B?T

B�T Counter-rotating component of B?T
V(q, t) Measured SNMR QT signal, dependent on pulse moment

and time

V(q, tn) Measured SNMR TS signal, dependent on pulse moment at
different time steps tn

Wðr;T�2 Þ Partial water content, dependent on position and effective
transverse relaxation time
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Weller A, Nordsiek S, Debschütz W (2010) Estimating permeability of sandstone samples by nuclear
magnetic resonance and spectral-induced polarization. Geophysics 75:E215–E226

Whittall KP, MacKay AL (1989) Quantitative interpretation of NMR relaxation data. J Magn Reson (1969)
84:134–152

Whittall KP, Bronskill MJ, Henkelman RM (1991) Investigation of analysis techniques for complicated
NMR relaxation data. J Magn Reson (1969) 95:221–234

Yaramanci U, Hertrich M (2006) Magnetic resonance sounding. In: Kirsch R (ed) Groundwater geophysics:
a tool for hydrogeology. Springer, Berlin
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