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Abstract Airborne electromagnetic (AEM) data have

proven successful for the purpose of near-surface geolog-

ical mapping and are increasingly being collected world-

wide. However, conversion of data from measured

resistivity to lithology is not a straightforward task.

Therefore, it is still challenging to make full use of these

data. Many limitations must be considered before a suc-

cessful geological interpretation can be performed and a

reasonable 3D geological model constructed. In this paper,

we propose a method for 3D geological modelling of AEM

data in which the limitations are jointly considered together

with a cognitive and knowledge-driven data interpretation.

The modelling is performed iteratively by using voxel

modelling techniques with tools developed for this exact

purpose. Based on 3D resistivity grids, the tools allow the

geologist to select voxel groups that define any desirable

volumetric shape in the 3D model. Recent developments in

octree modelling ensure exact modelling with a limited

number of voxels.
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Introduction

A 3D geological model, also referred to as a geoscientific

information system (GSIS) (Turner 2006), is basically a

spatial extension of a 2D geological map. Two-dimensional

geological maps have been drawn for centuries, but as

computer technology improves and dedicated, advanced

3D software is being developed, digital 3D geological

modelling has become a widespread tool within geosci-

ences and administration over the past 20 years.

The geology of glaciated areas is often complex, and

detailed models are needed, for example, where the goal of

a 3D model is to predict groundwater pathways to well

fields (Troldborg et al. 2007, 2008). Due to the complexity

of these areas, existing borehole data seldom provide an

adequate data basis for the modelling, even if the geologist

is highly experienced and makes adept use of background

knowledge. This is one of the reasons for the growing use

of geophysical methods with groundwater studies; espe-

cially, airborne electromagnetic methods (AEMs) supple-

ment geological knowledge in important ways because

they offer dense spatial information while at the same time

provide information about lithological properties through

measured electrical resistivity (Sandersen et al. 2009;

Jørgensen et al. 2012; Oldenborger et al. 2013).

Three-dimensional geological models can be general

models or purpose-specific models. The former are built for

no other purposes than to describe the geometry of the

geological layers and structures as well as their geological

properties. By means of 3D visualisation and iterative

model construction, such general models can be helpful in

the spatial understanding and reconstruction of geology.

Therefore, they are vital tools within certain research fields.

Furthermore, they can serve as digital archives for current

geological knowledge, even on a national scale (Stafleu
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et al. 2011). The purpose-specific models are constructed

for a certain purpose other than the modelling of the

geology itself. They are, for instance, widely used within

sectors like environmental and groundwater administration,

the hydrocarbon industry, mineral exploration and engi-

neering geology (Berg et al. 2011). For groundwater

administration purposes, the general 3D geological model

has to be further developed into a hydrostratigraphical

model that reflects hydraulic parameters rather than geol-

ogy. This model then serves as an input for numerical

modelling.

Three-dimensional geological models can be objectively

constructed using geostatistical approaches or they can be

subjectively constructed by knowledge-driven cognitive

approaches. Including stochastic methods like multi-point

geostatistical methods (Deutsch and Journel 1998; Strebelle

2002; Daly and Caers 2010), transition probability indicator

simulation (Carle and Fogg 1996) or sequential indicator

simulation (Deutsch and Journel 1998), the geostatistical

approaches provide objective and documented models that

may be constructed quickly, but they do not necessarily

provide the most correct models in areas with few borehole

data or with data of low quality (Wycisk et al. 2009). Also,

for stochastic type modelling to perform at its maximum, it

is necessary to describe all elements entering the models.

However, this is very difficult or even impossible when

dealing with elements in the category of ‘‘geological

knowledge.’’ Cognitive modelling (Royse 2010), on the

other hand, ensures a high degree of incorporated geologi-

cal background knowledge (Ross et al. 2005; Kessler et al.

2009; Wycisk et al. 2009; Royse 2010) such as the under-

standing of sedimentary processes, sequence stratigraphy or

structural geology (Sharpe et al. 2002, 2003; Scharling et al.

2009). However, the inherited subjective nature of the

interpretations in such models makes them difficult to

document, and their credibility is difficult to evaluate by

others. Furthermore, they are time consuming to establish.

Therefore, a combined use of geostatistical and cognitive

approaches may be the most suitable solution in many sit-

uations (Sharpe et al. 2007; Venteris 2007; Royse 2010;

Stafleu et al. 2011; Raiber et al. 2012).

Three-dimensional geological models are often con-

structed as so-called layer-cake models or framework

models. Such models are composed by a fixed number of

continuous, stacked layers where the tops and bottoms are

typically defined by the modelling geologist by regular grid

surfaces interpolated from interpretation points and

attached to layer boundaries in boreholes and/or on a series

of cross-sectional profiles. This type of model is relatively

simple to build in areas with continuous geology and where

layered sequences dominate, but it has serious limitations

in areas with complex geology (Turner 2006). The number

of layers is limited due to difficulties in handling a high

number of surfaces and their internal relationships, and

modelling complex geology using this approach will

therefore often result in loss of detail.

One way to meet the challenge of modelling complex

geology is to make use of structured or unstructured 3D

meshes (Turner 2006). Such meshes do not have the lim-

itations of the layer-cake model. For example, in a voxel

(volumetric pixel) model each voxel is assigned a lithology

and/or another type of geological property. The most

serious drawbacks of the voxel method are that, depending

on the voxel size and discretisation method, it cannot

describe perfect shapes and the precise location of, for

example, layer boundaries and faults. Furthermore, it is

difficult to construct such models manually and to incor-

porate cognitive interpretations. The benefits are that

arbitrary shapes can be created depending on the voxel size

and that statistical methods are easily applied to voxels

because well-known 3D interpolation methods can be used

to calculate properties for voxels by using information

from, for example, boreholes or geophysics (Stafleu et al.

2011).

When AEM data are used in geological modelling, the

primary source of information is linked to the electrical

resistivity (inverse of conductivity). Converting resistivity

data into geology is, however, not a straightforward task.

Several, very different factors control the resistivity

derived from AEM surveys, and a completely automated

conversion routine has therefore not been established. In

order to take these factors into account and make full use of

the collected data, cognitive interpretation and modelling

are preferable. In the present paper, we discuss this claim

and we propose a method for cognitive interpretation and

modelling. The method includes simple conversion of the

data into pseudo-3D resistivity grids, and the use of a voxel

modelling technique where models composed of regular as

well as irregular voxel grids can be manually constructed

while at the same time making full use of geological

background knowledge.

Airborne electromagnetic data

Data collection and processing

The use of AEM for detailed geological mapping or other

high-accuracy purposes is relatively new. The typical AEM

high-accuracy application is used for groundwater explo-

ration or other environmental purposes of which Siemon

et al. (2009) gave a comprehensive overview. Various

AEM systems are available for high-accuracy purposes, but

most often either helicopter-borne frequency-domain sys-

tems or helicopter-borne time-domain systems are used. In

the past decade, development has focused on the latter
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because they have superior depth penetration compared to

the frequency-domain systems. Allard (2007) presented a

thorough overview of the various helicopter-borne time-

domain AEM systems, but the SkyTEM system (Sørensen

and Auken 2004) represents an exception from other sys-

tems originally designed for mineral exploration, because

the SkyTEM was purposely designed for mapping of

geological structures in the near-surface for groundwater

and environmental investigations.

Helicopter time-domain systems carry the transmitter

loop (Tx) as a sling load beneath the helicopter. In the Tx

loop, an electric current is abruptly terminated, causing a

change of the primary magnetic field which, in turn,

induces currents to flow in the ground. Because of ohmic

loss, the currents decay and diffuse downward and outward

in the subsurface. The change in decay rate of the sec-

ondary magnetic fields from these currents is picked up by

an induction coil. In most cases, two perpendicular receiver

coils (Rx) pick up the inline field x-component and the

vertical field z-component.

For high-accuracy geological mapping, it is of crucial

importance that all steps of the AEM data handling

including processing and inversion are carried out to the

highest standards. Some consequences of inaccurate pro-

cessing or inversion are presented by Christiansen et al.

(2011) and Viezzoli et al. (2013).

All AEM data to be used for high-accuracy geological

mapping require post-processing before further use. The

processing is often partly automatic and partly manual and

related to two tasks. The first task is to process the altitude,

inclination and position data in order to remove outliers

and to provide continuity; especially, the altitude data need

processing because in many cases they are affected by the

vegetation on the surface (Beamish 2002; Auken et al.

2009). The second task is related to the distortion of data

sets by the coupling responses from man-made installa-

tions. This is a very time-consuming process when oper-

ating in culturally developed areas and it takes up a

significant part of the post-processing time (Auken et al.

2009). However, the removal of coupling-distorted data

sets is crucial for the quality of the interpreted data sets.

When the data have been processed, they are generally

inverted into a layered depth/resistivity model. Again, it is

crucial that the inversion is carried out to the highest

standards. Traditional smooth models (Constable et al.

1987) are a commonly used output. They most often utilise

some sorts of lateral and vertical constraints to assure the

expected coherency of the subsurface (Brodie and Sam-

bridge 2006; Viezzoli et al. 2008) while stabilizing the

inversion. For geological modelling, few-layered models

producing sharp images of layer transitions are often a very

valuable supplement (Jørgensen et al. 2005; Auken et al.

2008).

Airborne electromagnetic data can provide area-cover-

ing data sets with a high lateral density. Typically, a survey

is flown with parallel lines with a distance of 100–500 m

depending on the target and the complexity of the geology.

The in-line sounding distance is typically 20–50 m as

defined by the speed of the helicopter or aircraft combined

with the stacking time to reach a certain signal/noise ratio.

However, very often the data are resampled to offer much

higher density at the cost of redundant data. Because data

affected by man-made structures are removed in the post-

processing process, it is crucial to design the survey

appropriately for the given survey area to obtain the needed

amount of data. Jørgensen and Sandersen (2009) discussed

aspects of data density considerations.

3D resistivity grids

Although AEM data are typically inverted using both

vertical and lateral constraints claiming to produce quasi-

2D or 3D models (Brodie and Sambridge 2006; Viezzoli

et al. 2008), the results are discrete 1D models obtained

along the flight lines, and these 1D models do not describe

the resistivity properties between the flight lines. Brodie

and Sambridge (2006) invert for the resistivity structures in

a regular grid disconnected from the observation points, but

are still relying on a 1D description. No 1D method will

represent 3D structures correctly if lateral conductivity

variations are very high (Goldman et al. 1994). However,

along the flight lines, at least in the deeper parts, they can

be considered as quasi-2D data because there will be a

significant overlap between the footprints of neighbouring

soundings. In many cases where the spacing between the

flight lines is not too big, an overlap is also obtained

between the soundings on neighbouring lines, thus pro-

viding a full 3D coverage in the deeper parts. In the more

shallow parts where a limited overlap is present due to a

smaller footprint, there will be no full 3D coverage. The

lateral and vertical resolution is, on the other hand, much

higher here.

In the process of geological modelling, it is typically

very difficult to visualise and get an overview of the huge

amount of resistivity data derived from AEM surveys. Each

single 1D model and its corresponding processed data must

be accessible for the modeller while modelling, but it is at

least as important to somehow aggregate and generalise the

data information in order to create the overview (Fig. 1).

Since the AEM data do not provide a full 3D coverage of

the entire subsurface, such generalisation must be per-

formed by interpolation of the resistivity values from the

1D models. Different types of simple interpolated 3D

resistivity grids can be made. Pryet et al. (2011) proposed a

method in which the model parameters are first 2D inter-

polated and then converted into an irregular resistivity grid
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by 3D gridding. Jørgensen et al. (2005) created 3D grids by

stacking a series of horizontal 2D grids representing

average resistivities derived from the 1D models at regular

elevation intervals. Since our modelling concept requires

regular 3D resistivity grids, we use the method described

by (Jørgensen et al. 2005). The dimensions of the resis-

tivity grid should aim at satisfying the maximum resolution

of the data in order to incorporate as much detail as pos-

sible. Laterally, a quadratic cell size of 50 or 100 m is

therefore an adequate choice, whereas the thickness of the

cells should not exceed 5 m. An example of a 3D resis-

tivity grid is shown in Fig. 1. The grid is produced by first

calculating weighted average resistivity values within ele-

vation intervals of 5 m for each 1D model. These resistivity

values are then interpolated from log (rho) values to a

regular 2D grid by kriging, and these 2D grids are finally

stacked into a 3D grid. The grid is prepared to cover the

maximum interval of investigation by the AEM data.

Because the grid is regular, it covers volumes well below

the depth of investigation (DOI) in some areas. DOI is a

calculated measure to be used within the process of geo-

logical interpretation and modelling (Christiansen and

Auken 2012), and based on this, it is up to the modeller to

judge to which depth the actual models are reliable for

geological modelling.

The advantage of using a 3D grid is mainly that it allows

the geologist to visualise and overview the data. The

continuous representation of the data enhances the geolo-

gist’s possibilities for image and pattern recognition.

However, the grid does not always represent full 3D data

coverage, therefore, it is always important to consider the

search distance for the single 1D sounding data used for the

interpolation of the grid. Sometimes a large spacing

between individual soundings occurs, and the correlation

across these gaps can be very weak.

The 3D grid can be sliced everywhere and visualised

from all possible viewpoints (Fig. 1) and at the same time

be compared with other data.

Fig. 1 Example of a 3D resistivity grid from airborne electromag-

netic (SkyTEM) data (totally about 20,000 1D soundings covering an

area of 120 km2). Upper left three-dimensional view of the resistivity

grid unsliced. Upper right three-dimensional view of the resistivity

grid sliced horizontally at 25 m below sea level. Middle single

electromagnetic soundings along a profile section, projected from a

distance of 150 m. Lower vertical slice through the resistivity grid.

The cross section is shown in both 3D views above and is identical to

the one shown in Fig. 2
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Translation from resistivity into lithology

The electrical resistivity of sediments is mainly controlled

by clay minerals and pore water ion content. According to

Archie (1942), resistivity for clay-free sediments is inver-

sely proportional to the pore water ion content, and if the

pore water ion content then is known, indirect information

about the content of clay minerals can be obtained. This

information is dependent on the amount and type of clay

(the cation-exchange capacity), and this relation constitutes

the backbone in the process of geological interpretation. If

the pore water ion content is constant throughout the dif-

ferent geological layers and structures, variations in clay

content and type can be mapped. Furthermore, with a

known specific ion content, estimates of these properties

can be given. The typical measured resistivity values for

common freshwater-saturated sediment types in Denmark

are 2–12 ohm-m for marine Palaeogene clays, 10–40 ohm-

m for glaciolacustrine clays, 25–50 ohm-m for clay till,

above 55 ohm-m for sand and gravel and above 80 ohm-m

for limestone (Jørgensen et al. 2003). More detailed tables

can be established locally for individual survey areas based

on borehole data (Jørgensen et al. 2005; Sandersen et al.

2009).

To perform a geological interpretation of AEM data, a

translation from geophysical model resistivity into lithol-

ogy is needed. Without this translation, lithological prop-

erties cannot be assessed. The translation from resistivity

into lithology can only be properly done if a series of

important aspects regarding the physical properties of the

subsurface and methodological limitations are carefully

considered and implemented:

1. The degree of water saturation of the sediment

2. The ion content of the pore water

3. Clay content versus clay mineral type

4. Weak resolution of thin resistive layers and structures

5. Vertical resolution capability—thickness of layers

versus depth

6. Horizontal resolution capability—size of structures

versus depth

7. Depth Of Investigation (DOI)

8. Identification of coupled and otherwise noise-

infected soundings

9. Derived model uncertainty

10. The type of model used—few-layer or smooth model

11. Artefacts in 1D inversion due to 3D effects.

The degree of saturation (1) is important since without

groundwater, the electrical conductivity derives only from

clay minerals as there is no contribution from ions in the

pore water. It is very important for the modeller to have

information on the degree of saturation and the ion content

of the pore water (2) and to include this information in the

interpretations while modelling. Once these factors are

known, low resistivities can be ascribed to clay, but it is

generally impossible to discriminate between different clay

types since the amount of clay/clay content is normally not

known within a model layer (3). Clay can also be defined

on the basis of the grain-size fraction (\4 lm) and be

composed of non-clay minerals. Such a type of sediment

will show high resistivity even if it has many similarities

with normal clay sediment types.

Since the nature of the electromagnetic data only enables

limited resolution of high-resistive layers, resistivity values

for sediments with resistivities above 100–200 ohm-m are

not precisely determined (4). Discrimination between for

instance silt/sand and gravel or limestone can therefore be

difficult or impossible in some cases.

The resolution capability decreases with depth (5) for all

electromagnetic diffusion methods. Our experience is that

layers down to 2–5 m can optimally be resolved by AEM

data in the shallow part, whereas at depths of around 100 m

only layers thicker than 20–40 m are likely to be resolved.

These numbers are strongly dependent on the resistivity of

the layer sequence and the signal-to-noise ratio. Since the

method cannot resolve thinner layers, individual geological

layers will typically be merged into thicker model layers.

Also based on our experience, no more than 4–6 layers can

normally be resolved individually in a 1D sounding model,

and the representation of a typical sedimentary sequence

will therefore be a simplification of the truth, especially at

deeper levels.

Also, the horizontal resolution capability (6) decreases

with depth. At about 100 m, the diameter of the footprint

from which data are obtained exceeds 300–400 m. At

25 m, the footprint diameter is about 75–100 m (West and

Macnae 1991). Therefore, small-scale spatial variations in

geology are less well resolved at deeper levels than the

shallower parts (Newman et al. 1986; Goldman et al.

1994).

The DOI (7) varies for different AEM systems, but it

also varies within data sets obtained with the same system

(Christiansen and Auken 2012). This variation arises

because the DOI is strongly dependent on the resistivity of

the subsurface, the flight height and the S/N ratio. There-

fore, geological modelling to large depths without an

estimate of DOI is complicated. The DOI calculation we

use (Christiansen and Auken 2012) is data-driven, which

allows the interpreter to distinguish between features

originating primarily from data and features supported

strongly by the lateral and/or vertical constraints. However,

constraints are meant to impose continuity in areas with

less data coverage by supplying information on the

expected geological coherency. Therefore, it may still be

very relevant to include information below the DOI into the

geological model.

A method for cognitive 3D

123



It is also important that the modeller takes into account

the issue of proper data processing (Viezzoli et al. 2013).

Although the data set has been thoroughly processed, there

will always be erroneous data left in the data set. Most of

these data originate from high levels of background noise

and coupling to man-made installations (8) (Sørensen et al.

2001). Of these, it can be difficult or impossible to identify

all galvanic couplings during the data processing. Some of

these couplings will often be left in the processed data, and

the geophysical models will be distorted to some degree.

Therefore, to avoid misinterpretation it is important to be

aware of the possibility of coupled data during the mod-

elling. Identification of coupled data is based on decay

curve characteristics combined with maps of known elec-

trical installations, roads, railroads, fences, houses, farms,

etc. Some couplings are easily identified by unrealistic

oscillations in the data, while other couplings are more

tricky, and the removal of these will to some extent rely on

the experience of the person performing the processing.

A model uncertainty estimate is normally provided by

the inversion (9). During the modelling, this uncertainty

estimate can be used to evaluate the credibility of the data

and the inverted model, and to eventually exclude sound-

ings or groups of soundings with high uncertainty and

instead emphasise high-quality soundings. A further issue

to be considered is the model types called few-layer models

and smooth models (10). Both model types have some

limitations, but each offers different advantages. The few-

layer model should mainly be used in the modelling when

distinct layer boundaries have to be resolved or resistivity

values are to be assessed for certain geological layers. The

smooth model is better at describing details and spatial

variations and will typically give a more realistic image of

the geological setting. Both model types must be used in

order to extract as much information from the data as

possible. Certain 3D structures can produce artefacts in 1D

inversions (11). These are often referred to as pant-legs

effects that are shadows of the true structure dislocated

from the true position (Goldman et al. 1994; Guillemoteau

et al. 2012). The 3D effects are stronger when conductive

structures overlie resistive structures than vice versa.

The challenges of converting electrical resistivity into

lithology will be exemplified in the following. Figure 2

shows a cross section through a geologically complex

glaciated area in the central part of Denmark. This area has

been thoroughly mapped by mainly SkyTEM and deep

drillings, and geological interpretations have been per-

formed by combining with, and validation against, new and

existing borehole data. The interpreted geology of the area

was reported by Jørgensen et al. (2010). The upper cross

section (Fig. 2a) shows a drawn sketch of the specific

geological interpretation along the section (based mainly

on the above-mentioned data). The profile illustrates the

conceptual geology of the area, and it is this conceptual

understanding of the geology that is aimed for when

building the digital 3D geological model. From below, the

geology on the profile is composed by limestone (green)

overlain by marine Palaeogene clay (blue). This clay was

heavily eroded by glaciers during the Pleistocene resulting

in a complex glacigenic succession which to a large degree

is composed of till (brown colours). Numerous incised

buried valleys, glaciolacustrine clay units (orange), lenses

of meltwater sand (red), and interglacial sand and clay

(grey) occur within the till. The Pleistocene succession is

subdivided into an upper and a lower unit by a regional

unconformity (Fig. 2a).

A vertical slice of a 3D resistivity grid created from the

SkyTEM data (smooth models) is shown on the next profile

(Fig. 2b). The overall structure of the geological elements

can be deduced from the coloured resistivity pattern on the

profile. The marine Palaeogene clay, which is known to be

very conductive, is clearly resolved by showing very low

resistivities, whereas the glacial succession in general

expresses higher resistivities. The sand-filled buried val-

leys, the sand lenses and the glaciolacustrine clay units

within the glacial succession as seen in Fig. 2a occur as

diffuse resistive and conductive structures. The unconfor-

mity occurs as a diffuse boundary throughout the profile,

and the limestone is only partly resolved by a slight

increase in resistivity in the lowermost part of the section.

To perform automated and direct conversion from

resistivity into lithology, knowledge of the key intervals of

resistivity values must be defined for the deposits in the

area. These intervals cannot overlap in such a direct con-

version, although they do that in reality. Based on the

general experience with sediment resistivities for the region

(Jørgensen et al. 2005), the sediments in our example could

at best be classified in this way: \8 ohm-m = Palaeogene

clay; 8–25 ohm-m = meltwater clay; 25–55 ohm-m = clay

till and[55 ohm-m = meltwater sand and gravel.

The third profile (Fig. 2c) shows the result of the direct

conversion into lithology according to this classification.

From below, the limestone is not represented in the model at

all since the resistivity overlaps the intervals of both Pal-

aeogene clay and glaciolacustrine clay. Instead, in some

places, the model indicates that the glaciolacustrine clay

should be found below the Palaeogene. In the model, the

otherwise sharp erosional contact between the Palaeogene

clay and the glacial sediments is replaced by a 20–40-m-

thick layer of glaciolacustrine clay. This is caused by the

difficulties of the smooth models to resolve this layer

boundary exactly. Between 6,800 and 7,600 m, the Palae-

ogene clay is not very well resolved and, therefore, glaci-

olacustrine clay also occurs here. The deep borehole at

5,500 m indicates that the boundary is situated slightly

deeper than indicated by the TEM. In general, the sand-
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Fig. 2 Cross section through a 3D geological model showing

differences in model types. a A sketch of the interpreted geology

along the section, b resistivity data (3D grid), c lithology directly

converted from resistivity, d cognitively constructed regular voxel

model, e cognitively constructed octree voxel model with a close-up

to show the octree mesh. Borehole data are shown in the cross

sections
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filled buried valleys occur as oval-shaped features and not

with distinct valley shapes. The clay-filled valley between

7,200 and 7,800 m does not occur in the model because the

infill does not differ in resistivity from the surroundings.

The same applies for the interglacial unit above this valley.

Also, the buried valley between 5,000 and 6,000 m does not

occur in the model. This valley is insufficiently resolved and

does not appear with resistivities that contrast with those of

the surrounding sediments. The regional unconformity is

also not seen, and the sand lens close to the surface between

5,400 and 7,600 m, which is too thin to be satisfactorily

resolved in the resistivity grid, does not occur either.

As seen from the example above, the model created by

the automated conversion does not satisfactorily represent

and outline the expected geology along the profile. The

model can be improved by incorporating geological back-

ground knowledge and by carefully considering the above-

mentioned 11 aspects during cognitive modelling.

Modelling concept

In order to be able to capture the modeller’s cognitive

interpretations during model construction, we have devel-

oped a dedicated voxel modelling concept. This concept

makes use of the geophysical information as defined by the

3D resistivity grid, but the conversion into lithology is done

manually step by step and not by automated routines.

However, when selecting voxels for manual editing, the

sheer number of voxels to be manipulated raises problems

as editing every single one is very time consuming. The

dedicated tools, which have been developed as a part of the

Geoscene3D 2013 software package (Geoscene3D http://

www.geoscene3d.com), are designed to handle voxels in a

more flexible way. The modelling concept and the devel-

oped tools are described in the following.

Basically, the 3D resistivity grid can be regarded as a

voxel grid with a resistivity attribute. Voxel grids can hold

an unlimited number of attributes and different parameters

can be added to the grid structure as attributes. One attribute

could be lithology. Other attributes could be facies or model

uncertainty. The challenge for the modeller is to select a

volume in the 3D space on the basis of resistivity values

combined with geological background knowledge and

information from other data, and then to assign a chosen

lithology and/or other attributes to the selected volume.

After volume and attribute selection, the volume will be

filled with the interpreted value for each attribute.

The selection of volumes can be done in the following

ways:

• By a horizontal polygon digitized in a map window.

The volume can be limited vertically by a top and

bottom level defined by the user or by surfaces. One or

more polygons can be used for the horizontal selection.

Each region can either include or exclude the area

inside the polygon.

• By a vertical polygon digitized in a vertical cross

section window. The volume can be limited laterally by

a selected buffer distance orthogonal to the cross

section plane.

• Surfaces can limit the volume vertically by using their

Z node values, or horizontally by using their areal

coverage.

• By ‘‘region grow’’ techniques in regular 3D grids

(Fig. 3). The region grow function selects all voxels

that are connected to a chosen ‘‘seed’’ voxel and within

a given interval. When using resistivity grids and a

resistivity interval of, for example, 15–30 ohm-m, the

selected volume will grow from the seed voxel until it

reaches a limit as defined by voxels with resistivities

within the interval.

• The volume can be limited using X, Y or Z coordinates

as either minimum or maximum.

• If the volume shape is known and the shape is available

in a digital compatible format, the known shape can be

imported and used for selection.

• By single voxel selection with mouse tools.

All the selection methods described above can be com-

bined freely. As an example, a region grow selection can be

further limited horizontally by one or more polygons and

vertically by a top and bottom surface. The techniques all

fill empty voxels. However, existing voxels can be selected

for modification or deletion in a number of ways.

The manual voxel editing can be operated and visualised

synchronously in map sections, vertical cross sections and

directly in a 3D space.

Figure 2d shows an example of a cognitively con-

structed regular voxel model where the tools described

above have been used. From a comparison with the sketch

of the expected geology in Fig. 2a, it can be seen that the

expected geology has been well reproduced, although the

blocky appearance of the voxels hampers the delineation of

distinct boundaries between the lithological units. The

geology is much better reproduced here in this voxel model

than was the case in the directly converted model (Fig. 2c).

The limestone and the Palaeogene clay are modelled by

using manually constructed surfaces as limits. The other

units above the clay are selected and modelled one by one

using different combinations of polygon and region limits,

region grow, single voxel selection, borehole data con-

straints and surface limitation.

The main weakness of the regular voxel model as shown

in Fig. 2d is its limited ability to describe exact and smooth

layer boundaries and details smaller than the chosen voxel
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size. The boxy square look of a voxel does not always

please a modeller, who likes to think in layers and more

nicely shaped geological features.

Octree modelling

The level of detail and the detail in geological knowledge

are usually highest near the terrain surface and lowest in

the deeper parts of a model. The level of detail often varies

across the model, as does the geological variation. The

resolution of the grid must be chosen from the start and is

often a compromise between the smallest size of the fea-

tures to be modelled, the data resolution and the size of the

model area. The voxel resolution and the size of the area

are important issues because the amount of voxels (typi-

cally millions) will put stress on both hardware and soft-

ware if such an amount is to be handled in a real-time 3D

environment. To minimise the problems with resolution

and performance, the GeoScene 3D software has been

developed to handle irregular voxels by using the ‘‘octree’’

algorithm, a tree data structure in which each internal node

has exactly eight children (Meagher 1980). In this

approach, all voxels can be divided down as many times as

needed. The octree algorithm takes care of a mechanism

that subdivides the voxel into eight equally sized smaller

voxels (Fig. 4). These new voxels can then be further

subdivided in the same way.

So, depending on which level of detail is desired, a very

fine resolution can be chosen for certain areas in the model

volume and a very coarse resolution can be chosen in other

areas. In theory, voxels at mm scale can be combined with

voxels at km scale. The octree model can therefore reflect

huge variations in geology and knowledge across the same

model, while at the same time maintaining a limited

number of voxels.

Another benefit of the octree approach is that this

algorithm can be used to quickly display large data sets in a

3D visualisation by visualising large voxels (the top level

in the octree) for objects in the background and more

detailed voxels for objects that are closer to the viewer.

Modelling of the octree voxel model is somewhat sim-

ilar to editing the regular voxels model as described above.

Fig. 4 An octree-based voxel model from GeoScene 3D. The upper

image shows the 3D object with a fine voxel resolution in the left top

corner. Below: a cross section through the same object showing the

fining in resolution towards the upper left

Fig. 3 Selection of voxel nodes by using the region grow tool. Above

the 3D resistivity grid sliced vertically along a profile section. A seed

voxel is chosen on this vertical section, and a group of neighbouring

voxels within a certain resistivity interval is selected (blue dots).

Middle three-dimensional view of all selected voxel nodes (blue dots)

and borehole data. Below three-dimensional view after assigning the

selected voxels a property (e.g., meltwater sand)
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However, the octree approach allows some additional tools

to be used. One of these tools is designed to subdivide a

voxel or groups of voxels into smaller voxels in areas

where the modeller needs more detail.

When the octree concept is applied to the model shown in

Fig. 2, much smoother boundaries between the units are

achieved (Fig. 2e). The features resemble the expected

geology (Fig. 2a) more convincingly and with a possibility

of having more detail than the regular voxel model (Fig. 2d).

Instead of improving the resolution of the model along

layer boundaries and detailed areas, another option is just

to keep the resolution as it is in the regular model, although

converted into an octree model. By converting the regular

voxel model shown in Fig. 2 into an octree model, the

number of voxels can be reduced by 84 %, simply because

the voxel size is dramatically extended in areas with

homogeneous geology.

Discussion

Advances in AEM technology provide new opportunities

for collecting high-quality, spatially dense subsurface data.

These data enable mapping and interpretation of a hitherto

unseen amount of geological detail in heterogeneous set-

tings such as glaciated areas. This new geological know-

ledge gives geologists the opportunity to build very detailed

3D geological models. Detailed models based on AEM data

can be constructed by automated geostatistical approaches

(Bosch et al. 2009; Gunnink et al. 2012), but such approa-

ches cannot, as described above, fully account for all the

essential physical limitations of the AEM method as well as

all geological background knowledge. These limitations

and potentials are tackled and included within the presented

approach of iterative, manual geological voxel model

building based on 3D resistivity grids, but the approach

requires highly performing, sophisticated and dedicated

selection and visualisation tools. The benefits of using the

developed tools spring from the fact that it is possible to

build highly detailed models while at the same time taking

the limitations of the AEM data into account and using the

potential to incorporate geological background knowledge.

The presented approach is more time consuming than an

approach that relies on automated, statistics-based meth-

ods. Another limitation is that even if the modelling is

performed very carefully, it will still be impossible to

incorporate all information from AEM data into the mod-

els. Therefore, some details will be left in the data set after

the modelling process. Automated, statistic-based methods

can more easily make use of all data information and

produce highly detailed models, but since they cannot fully

account for the limitations and geological background

knowledge, the models produced will not necessarily come

up with the best solutions everywhere. A third limitation of

the presented modelling approach lies in the problem of

documentation, because cognitive data interpretation

involves a high degree of subjectivity that is difficult to

document and evaluate with respect to uncertainty.

Uncertainty evaluation must be done by using subjective

approaches as described in, for example, Sandersen (2008).

Geostatistical methods are able to provide other sorts of

information that cannot be derived during the manual

modelling approach as presented here. Certain data trends

and distributions may, for instance, occur during the geo-

static processing of the data, and the presented cognitive

approach may therefore successfully be supplemented by

geostatistical methods. Simple geostatistical processing of

the AEM has already been performed by the interpolation

of the 3D resistivity grid. However, further supplementa-

tion with geostatistical methods may afford the geologist

with a possibility for improving the efficiency of the

modelling and the documentation, but possibly also its

precision and quality. Combined cognitive and geostatis-

tical modelling have proven successful by, for example,

Venteris (2007) and Bajc and Newton (2007).

The need for including details in 3D models places high

demands on the software and hardware used, and it is

essential that software and hardware performance meet the

chosen level of detail. Visualisation, navigation and editing

must be possible to execute without too much response time

as it is essential to keep the manual and iterative modelling

procedure running effectively and uninterrupted. The per-

formance is also stressed in this type of model building

because the modeller is continuously requested to interact

with the computer through visualisation, selection, execu-

tion/saving and navigation. One way to increase the level of

detail without losing performance is to construct the octree

voxel models instead of regularly discretised voxel models.

Preliminary tools for manual model construction of octree

models have been developed with promising results as

shown here. Therefore, further development of the manual

voxel modelling approach will be based on the octree

algorithm. Other developments may include improvement

of the facilities for optimised 3D visualisation of resistivity

data together with other data as well as the voxel model grid

itself as these elements form the basis for the modeller’s

cognitive interpretation. Future research should also con-

tinue the development of tools with which an exact, desired

group of voxels can be effectively and precisely selected

and converted into geology.

Conclusions

Airborne electromagnetic data provide detailed geological

information for 3D geological model construction, but in
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order to optimise the amount and quality of information

gained from the data at least 11 different types of physical

limitations of the AEM method must be acknowledged and

considered during data interpretation. In addition to this,

geological background knowledge has to be utilised during

the modelling.

To include this and to gain as much as possible infor-

mation from the TEM data, we have presented a cognitive

approach that includes manual modelling. With this

approach, we have suggested that the model should be

constructed iteratively as a voxel model by utilising the

spatial nature of the collected resistivity data through the

construction of 3D resistivity grids. Dedicated software

tools to support the modelling approach have been devel-

oped as part of the GeoScene 3D software package. Octree

voxel modelling has been successfully tested and inte-

grated in the approach in order to increase model precision

and performance.
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