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a b s t r a c t

The very complex near-surface geology in Denmark is a big challenge when constructing 3D geological
models. Borehole data alone are normally insufficient for proper 3D modelling because data are too
widespread. Therefore, Airborne ElectroMagnetic (AEM) techniques are often used to obtain supple-
mentary information on the spatial distribution and composition of the geology.

A large-scale AEM survey and high-resolution seismic data along with both new and existing bore-
hole data and seismic data from hydrocarbon exploration were available for the construction of a de-
tailed 3D geological model in our study area. The data are unevenly distributed, and only part of the
study area was covered by the AEM survey. Cross-cutting tunnel valleys, erosional unconformities, delta
units and a large glaciotectonic complex are among the geological features identified in the area. The
geological complexity varies significantly across the model area.

A broad geological overview and understanding of the area was obtained by joint cognitive inter-
pretation of the geophysical and the geological data. To address the geological complexity and the very
high level of detail gained from the AEM data, the model was constructed as a voxel model with li-
thofacies attributes supplemented by a number of bounding surfaces. In areas where the geology is not
too detailed and complex, the model was constructed manually, whereas automated methods were used
to populate voxels in areas with a high complexity. The automated methods comprised clay fraction
modelling, which was used where AEM data are available, and stochastic modelling, which was used
outside the area covered by AEM data.

Our study shows that it is advantageous to combine several modelling methods in areas with varying
geological complexity and data density. The choice of modelling methods should depend on the char-
acter and coverage of available data and on variations in geology throughout the model area.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

3D geological modelling is a rapidly expanding discipline as
demand for knowledge about the structure and composition of the
subsurface is increasing. Additionally, this growth is facilitated by
developments in computer technology and software (Berg et al.,
2011), and also by considerable ongoing improvements in sub-
surface geophysical mapping methods (Schamper et al., 2014a,
2014b; Steuer et al., 2009). Advances in computer technology and
software development allow us to construct and visualise detailed
and increasingly complex models with ease, but do not necessarily
produce more credible models. To enhance the credibility of our
models, data that characterise the subsurface sufficiently in three
dimensions are needed, especially when the geology is spatially
complex and layers and layer boundaries are difficult or im-
possible to correlate between boreholes.

3D geological models are traditionally created as framework
models or pseudo-3D models in which a number of 2D cross
sections are made across the model area, either through selected
boreholes or with boreholes transferred onto to the profiles within
a given buffer zone. Stratigraphical interpretations are then in-
serted on the sections by correlation between the boreholes and
fitted to other cross sections where they intersect (Kessler et al.,
2009; Royse, 2010; Wycisk et al., 2009). Finally, surfaces are in-
terpolated between the sections. This approach is based on itera-
tive, manual and cognitive interpretation along cross sections. The
geologist makes use of background knowledge about geology and
geological processes in the modelling process. This results in a

www.sciencedirect.com/science/journal/00983004
www.elsevier.com/locate/cageo
http://dx.doi.org/10.1016/j.cageo.2015.04.010
http://dx.doi.org/10.1016/j.cageo.2015.04.010
http://dx.doi.org/10.1016/j.cageo.2015.04.010
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cageo.2015.04.010&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cageo.2015.04.010&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cageo.2015.04.010&domain=pdf
mailto:flj@geus.dk
http://dx.doi.org/10.1016/j.cageo.2015.04.010


Fig. 1. Upper: overview map. Lower: map of study area and data. The straight blue
lines are conventional seismic data; curved blue lines are high-resolution seismic
sections. The thick curved blue line is the high-resolution seismic section shown in
Fig. 3. Large red dots are deep boreholes; small red dots are shallow boreholes; grey
lines/dots are SkyTEM flight lines/soundings. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
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subjective model, but the model fully facilitates the use of all
available information – depending, of course, on the geologist's
skills.

In recent years, Airborne ElectroMagnetic (AEM) data have in-
creasingly proven to be successful in the delivery of spatially dense
data by providing detailed 3D information of geological structures
and layers (Schamper et al., 2014b). Although geological structures
and layers need to be of a considerable size to be resolved and
even though a significant resistivity contrast needs to exist be-
tween the units (Jørgensen et al., 2013), such data can often con-
siderably improve the basis for reliable 3D geological models
(Høyer et al., 2015; Jørgensen et al., 2013; Klimke et al., 2013).

Data sets from dense AEM surveys sets challenge traditional
manual modelling because the amount of information provided by
such data is huge and difficult to summarise and employ. The data
have to be aggregated and interpolated before use, and new ap-
proaches and tools need to be developed (Jørgensen et al., 2013).
One way of handling the overwhelming amount of data is to use
stochastic methods in the modelling phase. Stochastic methods
include transition probability indicator simulation (Carle and Fogg,
1996), Multi-Point Simulation methods (MPS) (Daly and Caers,
2010; Strebelle, 2002) and sequential indicator simulation
(Deutsch and Journel, 1998). Only relatively few attempts to apply
AEM data in stochastic modelling have so far been documented.
He et al. (2013) used AEM data as training image in an MPS model,
and He et al. (2014a) and Koch et al. (2014) used AEM data for soft
conditioning in transition indicator probability simulations,
whereas Gunnink et al. (2012) and Gunnink and Siemon (2014)
used other stochastic tools. The stochastic modelling methods
provide a set of equally plausible models depending on the given
assumptions and conditions.

Another automated method recently developed is the Clay
Fraction (CF) modelling concept (Foged et al., 2014). The CF model
concept is a further development of the Accumulated Clay Thick-
ness (ACT) concept (Christiansen et al., 2014). By this approach, the
clay fraction is calculated through inversion of both borehole data
and AEM resistivity models and populated into a voxel model.
Common for the automated methods is that they are normally
restricted to providing only a few model properties, typically sand
and clay.

The various methodologies for 3D geological modelling have
different advantages and drawbacks, depending mainly on avail-
able data (e.g. type and density) and geology (e.g. property and
heterogeneity). Combined use of different methodologies is
therefore ideal in various situations (Raiber et al., 2012; Royse,
2010; Sharpe et al., 2007; Stafleu et al., 2011; Venteris, 2007). In
this paper, we present a 3D geological model that combines three
different modelling methodologies, each selected to provide the
best possible outcome in sub-volumes of the model. We show how
the choice of methodology should optimally be a product of dif-
ferences in the data types available, the data density and the
geological complexity.
2. The model area and purpose

The model area is situated just north of the Danish-German
border in the south-western part of the Jutland peninsula (Fig. 1).
It is about 33 km in E–W direction and 30 km in N–S direction
giving a total area of 625 km2. It is a rather flat area composed by a
number of glacially formed “hill-islands” which are partly covered
by a thin sheet of outwash sediments forming a large outwash
plain with a gentle dip towards the west. A flat Holocene marsh-
land is found in the south-western part of the area. The area
reaches a maximum elevation of 62 m above sea level in the
northern part.
The model was basically constructed to provide input for nu-
merical groundwater flow modelling. After geological model
construction, the model was therefore further developed and de-
signed for hydrological purposes, but this part of the modelling
project is not presented herein.
3. Data and data handling

The geophysical methods, handling of data and the surveys
performed in the area are described in detail in Jørgensen et al.
(2012). Below, we only provide a short summary focussing on
the methodologies that are important for the 3D geological
modelling.



Fig. 2. Conceptual stratigraphical log (modified after from Jørgensen et al. (2012)).
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3.1. Airborne electromagnetics

The airborne survey is performed by the helicopter-borne ele-
tromagnetic time-domain SkyTEM system (Sørensen and Auken,
2004). When the collected data are processed and inverted
(Viezzoli et al., 2009), each single sounding estimates the electrical
resistivity down to a depth of 250–300 m. The survey includes
1750 line km with an average flight line spacing of 166 m. The
survey does not cover the entire model area, only about 325 km2

(Fig. 1). The lateral resolution along the flight lines is about 25–
30 m in the uppermost part of the section and decreases sig-
nificantly to more than 100–200 in the deeper part. The vertical
resolution also decreases considerably with depth. The SkyTEM
resistivity data are interpolated and converted into a 3D resistivity
grid, which can be sliced horizontally and vertically to ease com-
parison with other data.

3.2. Seismic data

Five high-resolution seismic reflection profiles covering a total
distance of 29.5 km were recorded in 2010 (Fig. 1), using an IVI
Minivib T7000 3.5-ton vibrator and 224 towed geophones
(Rambøll, 2010). This system setup is capable of resolving the
subsurface at depths from about 20 m to 700 m.

For the modelling, all available conventional oil seismic data
are also used. Such seismic sections frequently cross the model
area (Fig. 1), but most have no or only a very poor resolution in the
relevant part of the subsurface (o 500–700 m). Some of the
seismic sections show decent resolution from about 50–100 m and
down. These few, good oil seismic lines provide valuable in-
formation about the deeper subsurface, where the data density is
otherwise very low.

3.3. Borehole data

The borehole data are extracted from the Danish national bore-
hole database (http://jupiter.geus.dk) and comprise about 3200
boreholes in the model area. The borehole data were automatically
classified into five quality-rating groups using a series of dedicated
database queries. The aim of the borehole rating is to identify bore-
holes fromwhich correct and detailed lithological information can be
derived and to determine which boreholes should be used with
caution or be discarded before further use. The quality rating result is
actively used as a part of the modelling process by assigning quality
weights to the groups. The rating focuses on the capability of the
borehole data to distinguish between clay and sand and to define
layer boundaries in between these sediment classifications.

The rating system is based on six main criteria: (1) accuracy of
the geographical position of the boreholes, (2) drilling method and
purpose, (3) credibility of driller, (4) soil sample frequency per
metre drilled, (5) age of borehole, (6) occurrence of contradicting
and erroneous information related to, for instance, borehole ele-
vation, position, drilling methods, etc. Finally, rating scores for
each borehole are calculated according to weighted impacts from
each criterion. All boreholes are thereby divided into the five
rating groups, with group 1 referring to the most trusted boreholes
having the highest quality and group 5 referring to the boreholes
of the lowest quality.

A total of 30% of the boreholes were found to be of good or a
reasonably good quality (rating groups 1 and 2), 32% were found to
have below medium to poor quality with only minor amounts of
information (rating groups 3 and 4), and 12% of the boreholes
were considered useless and were discarded from the data set
(rating group 5).

Two new investigatory drillings have recently been performed
in the area. These new drillings reach depths of 325 m (Jupiter file
no. 167.1545) and 358 m (Jupiter file no. 167.1538). They have been
sampled and described in detail and wireline logged with re-
sistivity tools (Orbicon, 2010, 2011).
4. Conceptual geological model

Previous knowledge from the area has primarily been based on
the borehole data and the conventional seismic data. Above the
limestone situated at depths of more than 500–600 m, the Tertiary
and Quaternary successions can generally be split into three main
sedimentary units: (1) very fine-grained hemipelagic clays of the
Palaeogene (Friborg and Thomsen, 1999), then (2) a package of
clay, sand and silt layers from the Miocene (Rasmussen et al., 2010)
and (3) on top a cover of Pleistocene sediments. Based on the fact
that borehole data often show big lateral variations in the geology
over short distances and supported by observations from old
seismic data and gravity data, it has been described that these
three major sedimentary units were cut by faults (Friborg and
Thomsen, 1999), eroded by deep buried tunnel valleys (Friborg and
Thomsen, 1999; Jørgensen and Sandersen, 2006; Thomsen, 1991)
and deformed by glaciotectonics (Andersen, 2004; Friborg, 1989).
It has not previously been possible to map in detail the position
and distribution of these elements and the major sedimentary
units.

The new data confirm previous knowledge and add much new
detailed knowledge, especially about the geological architecture.
Interpretations of the data (Figs. 3 and 4) were presented in
Jørgensen et al. (2012), so only a short review is given here. The
interpreted geology of the area is conceptualised in the strati-
graphical log shown in Fig. 2.

In the majority of the study area, the surface of the Palaeogene
clay is situated too deep to be detected by the SkyTEM data
(4300 m). In smaller areas, however, the Palaeogene is revealed
as a layer with very low resistivity. The indications of Palaeogene
clay in the resistivity data briefly fit with the new deep boreholes
in the area and with a strong reflector that can be followed over
most of the area in both the high-resolution and the conventional
seismic data. A deep-seated graben structure, the Tønder Graben,
crosses the area from southeast to northwest. The structure is

http://jupiter.geus.dk


Fig. 3. One of the high-resolution seismic profiles together with the SkyTEM resistivity grid. For location, see Fig. 1. Geological interpretations are drawn and noted on the
profile. Broken line in red shows the erosional boundary of the tunnel valley. Modified after Jørgensen et al. (2012). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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bounded by faults and/or flexures that are visible in both SkyTEM
data (Fig. 4) and seismic data. The Miocene succession above has
been thoroughly studied in deep boreholes and in the seismic
data, and a sequence stratigraphical model has been developed for
large parts of the neighbouring areas (Rasmussen et al., 2010). In
the present study, this was extended to cover the model area. The
Miocene is composed by the sandy deltaic Bastrup Formation, the
clayey marine Klintinghoved formation, the more silty Arnum
formation and the sandy Odderup formation. The marine clay
formations are occasionally intervened by sandy delta lobes. The
top of the Miocene is characterised by the clay-rich Måde Group.

The buried valleys comprise at least three different cross-cut-
ting generations. They cut deeply into the Miocene, and the dee-
pest valley is up to 470 m deep. The valleys have undulating floors
and are typically 1–3 km wide. The valleys are filled with glacial
deposits, typically thick layers of glaciofluvial origin, comprising
both fine-grained and coarse-grained material. The valleys are
seen as erosional structures on the seismic data (Fig. 3) and often
as longitudinal features on some horizontal slices through the
SkyTEM resistivity grid (Fig. 4). Except for a widespread cover of
outwash deposits and Holocene sediments, the upper parts of the
subsurface are generally deformed by glaciotectonics producing
very complex thrusted and folded layers of Miocene and glacial
origin. These glaciotectonic complex structures can be seen in the
seismic data as well as in the SkyTEM data. As in the Ølgod area
not far away (Høyer et al., 2013a), a decollement plane with as-
sociated thrust sheets and folds reveal a glaciotectonic origin
(Fig. 4). The glaciotectonically deformed features are evident in the
SkyTEM data as arc-shaped southeast–northwest oriented low-
resistive features on the resistivity map in Fig. 4. Thus, the extent
and thickness of the glaciotectonic complex are mapped through
combined use of the seismic data and the SkyTEM data. The depth
to which the sediments are heavily deformed extends down to
between 40 and 150 m below sea level.

The covering outwash unit is undisturbed by glaciotectonics and
composed by outwash sandwith a maximum thickness of about 40 m.
The outwash unit is seen as a thin resistive layer in the SkyTEM data.
Finally, the very thin (less than 12m) Holocene sediments are only
seen in the borehole data. Occurrence of saltwater in marshland in the
south-western part of the area disturbs the mapping results by blur-
ring the general picture with very low resistivities (Fig. 4).
5. Modelling methodologies used

For the overall model construction, we used the software
package GeoScene3D (GeoScene3D, 2014, http://www.geosc
ene3d.com). This software facilitates visualisation of data in cross
sections, horizontal sections, map views and in 3D view. The
software can handle the construction of both framework models
and voxel models.

The geological modelling techniques used in our model com-
prise CF modelling, MPS modelling and cognitive layer modelling.
These are briefly described in the following:

5.1. CF modelling

The CF modelling method has been developed to create an
automated method for 3D modelling of the subsurface in large
areas with both resistivity data and borehole data (Foged et al.,
2014). The model output is expressed as a clay fraction, which
refers to the relative clay content in a voxel regardless of the
clay type. The input data are derived from lithological borehole
logs, which are divided into a binary scheme of ‘clay sediments’
(clay till, meltwater clay, Palaeogene clay, etc.) and ‘non-clay
sediments’ (meltwater sand, meltwater gravel, Miocene sand, etc.).
Fundamentally, the concept combines resistivity and borehole
information through inversion to establish the optimum translator
function between the resistivity and clay fraction, while allowing
spatial variations in this translation. The translator function holds
an upper threshold value for clay (CF¼1) and a lower threshold
value for non-clay (CF¼0). For resistivities between the thresh-
olds, the translator function returns CF-values between 0 and 1
(Christiansen et al., 2014; Foged et al., 2014). The quality rating of
each borehole is taken into account, so that the most trustworthy
boreholes are assigned the highest weight in the determination of
the translator function. Finally, the optimised translator function is
applied to the resistivity models to obtain a 3D clay fraction model.

5.2. MPS modelling

Stochastic modelling is performed by multi-point geostatistics
(MPS) (Strebelle, 2002) and applied with the Stanford Geostatis-
tical Modelling Software (SGeMS) software (Remy et al., 2009). To

http://www.geoscene3d.com
http://www.geoscene3d.com


Fig. 4. SkyTEM resistivity grid shown in map and profile view. The map view shows a horizontal slice at 47.5 m below sea level. The location of the profile is drawn on the
map. Geological interpretations are outlined on the profile. The broken line on the map represents the northern fault along the graben structure; unbroken lines outline a
couple of buried valleys identical with the ones marked with arrows in Fig. 8. Arrows in Fig. 4 point at thrust structures within the glaciotectonic complex. Modified from
Jørgensen et al. (2012).
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create MPS simulations, we used the “SNESIM” (Single Normal
Equation SIMulation) algorithm, which is an advanced pixel-based
approach that picks the probability distribution directly from a
pre-defined training image. In the present study, we used a binary
system consisting of clay and sand only and the binary borehole
information was therefore used as input in the simulations. The
borehole information is “hard data”, and the simulations therefore
always honour the information at the borehole positions.

5.3. Cognitive layer modelling

The cognitive layer model is developed as a framework model
consisting of layers that are defined as the volume between sur-
faces. These surfaces are controlled by interpretation points de-
fined in space and manually digitised and attached to cross sec-
tions, horizontal sections, boreholes, seismic sections, etc., ac-
cording to the modeller's geological interpretations. Most inter-
pretation points are attached to cross sections that were gradually
moved through the model space and checked against perpendi-
cular moveable cross sections. The interpretation points are in-
stantaneously interpolated into surface grids providing an instant
overview of the surface or boundary that is modelled. Erosional
boundaries such as the bottoms of the buried valley and other type
of boundaries were also modelled in this way. After construction,
the exact delineations of the surfaces were refined by cutting
along digitised region polygons and by applying a hierarchical
system describing the internal stratigraphical order of the surfaces
(as defined in the conceptual model, see Fig. 2). The hierarchical
system ensures that e.g. two different chronostratigraphic surfaced
do not cross. The older surface will be cut by the younger, so that
surfaces cut each other according to the defined stratigraphical
order. All volumetric units (as defined by surfaces) in the cognitive
framework model were finally discretised into a regular voxel grid
with a horizontal discretisation of 100 m�100 m and a vertical
discretisation 5 m.
6. Choice of 3D modelling methodologies

The geology in the area varies considerably with respect to the
degree of complexity. The top layers of the outwash unit and
Holocene appear laterally very uniform. The Palaeogene and
Miocene layers are spatially also fairly uniform, even though they
are occasionally interrupted by delta lobes, faults, erosional



Fig. 5. Cross sectional, conceptual sketch showing how the different modelling
techniques were applied with regard to geology and data availability.
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surfaces and incising buried valleys. The buried valleys themselves
have a higher degree of complexity, but are still composed by re-
latively big structures and infill units. The intensively deformed
part of the section (the glaciotectonic complex) is much more
spatially complex due to its composition of very small and detailed
structures and because it includes layers of different origin mixed
together. Prior to the 3D modelling process, it was considered that
cognitive layer modelling would be the optimal choice for mod-
elling everything but the glaciotectonic complex. But due to the
high complexity of the glaciotectonics, it was considered far too
time-consuming to create a reliable geological model within a
reasonable timeframe. Other more automated methods were
therefore considered to represent the internal structures of the
complex in the model. Another factor to take into account when
choosing the modelling method for the glaciotectonic complex
was the difference in spatial data coverage. The glaciotectonic
complex is split into two parts: one part inside and one part
outside the area covered by SkyTEM and high-resolution seismics
(Fig. 5). The CF modelling methodology was applied for the inside
area, since this method is designed for modelling resistivity data in
combination with borehole data. MPS was then applied outside
and since we presume from our conceptual model that the origin
and thus the shapes and internal structures are identical in the
entire complex, it was decided to use the SkyTEM 3D resistivity
grid (from the inside area) as training image for the area without
resistivity data (outside area).
Fig. 6. Horizontal slice (7.5 m below sea level) through the resistivity grid (a) and
through the resulting CF model (b). The extent of the final CF model is delineated
by a hatched line on the resistivity map. 3D view of the CF model from northeast
(c). See Fig. 9 for symbols and Fig. 3 for resistivity scale.
7. Model results

7.1. The CF model

For every voxel, the calculated clay fraction is given as a
number between 0 and 100% clay. To incorporate this into the
overall 3D model, the CF grid is converted into a discrete grid with
10% clay fraction intervals (see Fig. 6). The top of the CF model
varies between ground level and down to depths of 40 m and the
bottom reaches down to 140 m below sea level in some places. The
main structures in the CF model generally resemble the structures
in the SkyTEM resistivity grid so that areas with high resistivities
show low clay content and areas with low resistivities show high
clay content (Fig. 6). The CF model results show a high degree of



Fig. 7. (a) Cumulative probability distribution curve with the cut-off value reading
(42.5 Ωm) used for the training image construction. (b) Horizontal slice through
the resulting MPS model at 7.5 m below sea level. (c) 3D view of the MPS model
from northeast. Red is sand, brown is clay; see legend in Fig. 9. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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small-scale variations in the topmost 30 m. This is as expected
since the resolution of the SkyTEM data is highest at shallow
depths. Below this highly varying, but overall clayey interval, a 50–
80 m thick unit of more or less clay-free deposits is present in
most of the area. The clay-free interval here appears almost
massive, and clayey structures are only randomly encountered
within the unit. Below the clay-free interval, the CF model gra-
dually shows higher clay content and the lower part is mainly
composed of clay.

7.2. The MPS model

As noted above, the 3D resistivity grid is used as training image
for the simulations. This is done by using the same methodology
as in He et al. (2014b). The 3D resistivity data are translated into
lithological information, in this case a binary model of sand or clay.
The borehole data are used to calculate the clay content as a
function of the depth, as well as the total clay content, which
corresponds to 54%. The clay content (54%) is then employed to
find the cut-off value used to divide sand and clay by reading the
equivalent resistivity (42.5 Ω) on the cumulative probability
distribution curve (Fig. 7). The training image is then created by
counting all cells with resistivities below 42.5 Ω as clay and all
cells with higher resistivities as sand. Finally, the MPS simulations
are created by utilising the training image together with the
hard information from the boreholes. The clay content in the si-
mulations is derived from the function that describes the clay
content with depth. A total of 100 simulations were made.
Since the end purpose of our 3D model is groundwater flow
modelling, we wanted a model with realistic structures and con-
nectivity. We therefore selected one simulation, while accepting
that this is just one possible solution. The simulation with the
lowest RMSE between the simulated sand content and the sand
content observed in the boreholes was selected as input to the 3D
model.

The results of the simulation appear more heterogeneous and
varied than the results of the CF modelling (Fig. 7). There is gen-
erally more clay in the MPS model than in the CF model, but the
shapes of the structures resemble the ones in the CF model to
some degree (compare Figs. 6, 7 and 11). The pattern appears more
detailed with smaller structures than are seen in the CF result.

7.3. The cognitive layer model

The framework model (layer model) consists of 24 layer units
and 32 surfaces representing layer boundaries and erosional un-
conformities (Fig. 8). The framework model also contains other
surfaces like the decollement surface, sequence stratigraphic
boundaries and top of pre-Quaternary. In accordance with the
geology in the area, the cognitive layer model appears much more
uniform and layered than the CF and MPS models. The continuity
of the layers is, however, to some degree interrupted by the faults/
flexures, erosional boundaries and the buried valleys.

7.4. The final combined model

After discretisation of the framework model into a voxel model
and finalising of the automated modelling procedures, the re-
sulting voxel models from each of the three sub-models were
combined into one big voxel model covering the entire model
area. The final combined voxel model consists of 302 rows, 335
columns and 168 layers thus totalling about 17 million voxels. The
voxels are attributed with 37 lithological, lithofacies and lithos-
tratigraphical units (Fig. 9). The model reaches down to a depth of
840 m, well below the Palaeogene and into the Limestone. The
model therefore covers all layers with potential groundwater



Fig. 9. Legend for voxel model units.

Fig. 8. 3D view of some of the surfaces in the framework model. Buried-valley surfaces (up to 470 m deep) are seen together with the surface of the deepest layer in the
model – the Danian limestone (at 450–600 m depth). The Tønder Graben structure is clearly visible in this surface. The two arrows point to the two valleys outlined in Fig. 4.
View angle: East to West.
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interest. Surfaces like the decollement surface, sequence strati-
graphic boundaries, top of pre-Quaternary, etc., supplement the
voxel model by crossing through the voxel volume.

The final voxel model without surfaces is shown in Figs. 10 and
11. The pre-Quaternary section is in the deepest part composed of
the limestone followed by 150–200 m of marine Palaeogene clay.
This deep section of the model is covered by the different Miocene
formations composed of 100–300 m of marine and fluvial sand,
silt and clay layers (Klintinghoved clay to Måde Group). The
Miocene layers and the layers below are traversed by the Tønder
Graben structure the central part of which is about 200 m deep.
The Miocene is also frequently incised by the buried tunnel valleys
(Fig. 8). Thick layers of both fine-grained and coarse-grained gla-
ciofluvial material form the valley fill (Fig. 11). Compared to the
manually constructed part of the model, the CF and the MPS
models of the glaciotectonic complex appear much more detailed.
The outwash deposits and the Holocene deposits are seen to cover
the area except for the areas where the glaciotectonic complex is
exposed as “hill-islands” above the outwash plain (Fig. 10).
8. Discussion

One of the major challenges encountered during the develop-
ment of the 3D geological model in the area was to properly depict
the internal structures of the glaciotectonic complex. Cognitive
layer modelling was found to be appropriate for the undeformed
parts of the model volume. This manual approach was possible
because the geology is here composed of a relatively homo-
geneously layered succession that is generally well resolved by
borehole and geophysical data. It was also possible to include the
buried valleys in the cognitive layer model, even though the val-
leys have a somewhat complex architecture. We believe that the
most accurate model is achieved by cognitive modelling when the
geology is not too complex because expert background knowledge
can be applied during the interpretation of the geophysical and the
borehole data. Such background knowledge includes geological
knowledge concerning the general stratigraphy of the area;
knowledge about sequence stratigraphy, sedimentary and glacial



Fig. 11. S–N oriented cross section across the final voxel model. Vertical scale is in metres below sea level [mbsl] and the horizontal scale is in metres [m]. The three different
origins of the model and the boundaries between them are indicated with text and dashed lines. Vertical exaggeration 8� . See Fig. 9 for legend.

Fig. 10. 3D view (from the northeast) over the final voxel model. See Fig. 9 for legend. Vertical exaggeration 8� .
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processes; but also geophysical background knowledge enabling
the modeller to take into account, e.g., the limitations of the data
when resolving and map the geology (Jørgensen et al., 2013).

For the glaciotectonic complex, however, the cognitive manual
modelling approach was not applicable. It was found to be too
time-consuming to manually construct a 3D model of the very
detailed and complex geology. Due to the low borehole and seis-
mic data density, the delineation of the internal structures needs
to rely almost entirely on the resistivity data. The CF method was
therefore applied to efficiently produce a detailed clay fraction
model of the glaciotectonic complex. Since the method only dis-
criminates between sand and clay, it was not possible to further
distinguish between different lithology types, e.g. Miocene clay
and glaciolacustrine clay. According to the detailed seismic in-
formation and in line with the general expectation of how such a
complex is typically composed (Aber and Ber, 2007), many of the
small internal structures in the complex are not resolved in the
model. This is most likely due to limitations in the resolution
capability of the SkyTEM system (see also Høyer et al. (2013b)).
The most detailed structures within the complex are therefore not
captured and are thus represented in the CF model.
Another challenge encountered was the big differences in data
density across the area. Where no dense SkyTEM data exist, it was
not possible to resolve the structures of the glaciotectonic complex
at all. Only the borehole data and poor conventional seismic data
were available in these areas, and it was impossible to build the
cognitive layer model for this part of the subsurface based on
these data alone. Consequently, we chose to apply MPS for this
area and then inform the model with structural information about
the expected geology by applying the training image derived from
the neighbouring SkyTEM data. The spatial distribution of sand/
clay in the MPS simulation seems to some degree to resemble a
glaciotectonic setting, but since the SkyTEM data only resolve the
larger structures, the training image does not fully resemble the
structures. This is especially significant for the deeper part of the
complex where the resolution is poorer. A better resolution could
possibly have been obtained if we have constructed the training
image in other ways. It could, for instance, have been constructed
from the neighbouring shallow seismic data (Liu et al., 2004) or
perhaps from sketches of the expected structural composition of
the complex (Huysmans and Dassargues, 2012; Liu et al., 2005).

When modelling techniques are to be chosen for a 3D
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geological model project, parameters such as model purpose,
geological complexity and available data types/data density should
be considered and carefully taken into account. Depending on the
situation at hand, some methods are more advantageous than
others. Like in our model project, combinations of different
methods within the model project may increase the quality of the
model results and/or the time spent developing the model. It is,
however, hardly an easy task to combine modelling methods
within the same 3D model because the outcome of each method
needs to be merged into the overall model. Since no software
product can handle all the different methods, several software
products must be brought into use when the combined modelling
is conducted. This is often difficult because software products
normally do not communicate very well. Another challenge is that
experience and close collaboration are needed between a wide
range of disciplines and experts, especially if geophysical data are
involved.
9. Conclusion

We have developed a 3D geological model for an area with
unevenly distributed data and with very different geological sub-
domains. Some subdomains are relatively homogeneously layered
and others are very complex. These conditions call for the use of
different modelling methods within the area. The choice of
methods was guided by the conditions mentioned above, and the
final model was composed of outcomes from (1) CF modelling
applied within an area composed by a glaciotectonic complex and
mapped by dense AEM data, (2) MPS modelling applied within the
same complex but outside the area mapped by AEM data and, fi-
nally, (3) cognitive layer modelling applied in areas of the model
volume where the geology is less complex and can thus be re-
sembled manually on the basis of geophysical and/or borehole
data. The final model was sampled into a voxel model combined
with surfaces representing layer boundaries and erosional un-
conformities. Apart from pointing to solutions on how model
methods can be combined, our study shows that it is advanta-
geous to combine different modelling methods to increase model
quality and to increase the efficiency of the modelling process.
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