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ABSTRACT

Adiabatic pulses, which provide an effective means of gen-
erating a large-amplitude nuclear magnetic resonance (NMR)
signal in the presence of a heterogeneous magnetic field, have
the potential to greatly improve the signal-to-noise ratio of the
surface NMR experiment. To ensure efficient implementation
of adiabatic pulses into the surface NMR framework, a nu-
merically optimized modulation (NOM) approach is used to
design adiabatic pulses specifically intended for application in
surface NMR. The scenario in which the frequency response
of the tuned transmit coil is used to modulate the current am-
plitude is considered. The performance of a NOM pulse is
contrasted against two alternative adiabatic pulses (described
by a linear frequency sweep and a hyperbolic tangent sweep)
that are currently implemented with the existing hardware.
The NOM approach provides equivalent excitation as the
chirp and hyperbolic tangent pulse while shortening pulse
durations and reducing power consumption. Furthermore,
the NOM approach also provides sharp resolution and large
signal amplitudes. Considerations for the design of the NOM
adiabatic pulse for surface NMR are given, as well as a
discussion about their implementation into the surface NMR
experimental framework.

INTRODUCTION

Surface nuclear magnetic resonance (NMR) is a noninvasive
geophysical technique providing insight into subsurface water con-
tent (Legchenko and Valla, 2002) and pore-scale properties such as
pore size and permeability (Mohnke and Yaramanci, 2008). One
challenge commonly confronted in surface NMR is a low signal-
to-noise ratio (S/N) (Legchenko, 2007; Walsh, 2008). This is partly
a consequence of using the earth’s magnetic field as the background

magnetic field B0 in surface NMR. The strength of the magnetiza-
tion measured in an NMR experiment scales with the amplitude of
the background magnetic field (Halse and Callaghan, 2008; Levitt,
2008); this is the reason that the vast majority of NMR experiments
are conducted using strong magnets with elevated B0. As a result,
the magnetization measured by surface NMR is very small. Com-
bined with this challenge is the difficulty that the surface NMR sig-
nal exists in a frequency band (at approximately 2 kHz) in which the
noise floor is often much larger than the NMR signal (Dalgaard
et al., 2012; Müller-Petke and Costabel, 2014). These factors often
result in a low S/N in surface NMR.
Two approaches have been used to improve the S/N in surface

NMR. The first is the development of strategies to reduce the noise
level. This approach has seen much success, from the development
of reference coil techniques (Walsh, 2008; Dalgaard et al., 2012;
Müller-Petke and Costabel, 2014), and model-based subtraction
methods to eliminate the influence of power line harmonics (Larsen
et al., 2014), to approaches that deal with high-amplitude, short-du-
ration “spike” noise due to sferics and electric fences (Costabel and
Müller-Petke, 2014; Larsen, 2016). Another approach to reduce the
noise level is to use a figure-eight receive coil (Trushkin et al.,
1994), which has inherent noise cancellation properties. These tech-
niques have greatly expanded the range of conditions in which the
surface NMR experiment can be conducted (Müller-Petke and
Costabel, 2013), but low S/N remains a common challenge.
Another approach to improve S/N is to develop a transmit strat-

egy capable of directly improving the signal quality. Several studies
have implemented alternative transmit strategies differing from the
standard free-induction decay (FID) measurement, such as pseudo-
saturation (Legchenko et al., 2004; Walbrecker et al., 2011), spin-
echo (Shushakov, 1996; Legchenko et al., 2010; Grunewald et al.,
2014), and multiecho (Grunewald and Walsh, 2013a) pulse sequen-
ces. These techniques focus on improving the information content
of the measured relaxation times, parameters that describe the sig-
nal’s decay. In a strongly heterogeneous B0 field, the spin-echo and
multiecho can also produce a measureable signal in some situations
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in which an FID could not (Legchenko et al., 2010) because the FID
signal may have decayed fully before the start of the measurement.
Spin-echo and multiecho approaches can also extend the duration
of the surface NMR signal compared with the FID, which can lead
to S/N improvements in certain cases. Other transmit approaches
have been shown to improve the spatial resolution of surface NMR
images by transmitting off-resonance or by using a composite pulse
(Grombacher et al., 2014). Off-resonance excitation has also been
shown to reduce modeling errors related to background magnetic
field inhomogeneity via the frequency-cycling approach (Grom-
bacher et al., 2016). Each of these alternative transmit strategies is
capable of improving survey performance, but do not focus pri-
marily on increasing S/N; one of the major challenges in surface
NMR. To address this concern directly, Grunewald et al. (2016) im-
plement an adiabatic pulse to enhance the signal amplitude and
observe an S/N improvement by a factor of approximately 3. Using
an adiabatic pulse to improve the measurement S/N differs from
noise cancellation approaches in that it directly enhances the signal
amplitude instead of reducing the noise level.
Adiabatic pulses differ from the on-resonance pulse typically

used in surface NMR because the oscillation frequency of the cur-
rent in the transmit coil (the transmit frequency, ωt) varies through-
out the pulse. In contrast, ωt is constant during an on-resonance
pulse (also during approaches using an off-resonance pulse). As

a result, the net perturbation of the magnetization is different during
an adiabatic pulse compared with an on-resonance pulse. This dif-
ference gives adiabatic pulses several attractive features, such as
their ability to improve performance in a heterogeneous applied
magnetic field (B1) (Ugurbil et al., 1987; Garwood and Ke, 1991),
like that present in surface NMR. To exploit this feature in surface
NMR, an adiabatic pulse called an adiabatic half-passage (AHP)
(Tannus and Garwood, 1997; Garwood and Delabarre, 2001) may
be used as the excitation pulse in an FID experiment (Grunewald
et al., 2016). This type of pulse can be designed to mitigate the
effects of B1 heterogeneity due to hardware imperfections (Bendall
and Pegg, 1986) and to provide precise performance in the presence
of a B0 gradient to improve imaging capabilities (Silver et al.,
1984). Adiabatic pulses can also be designed to serve as inversion
pulses insensitive to B1 or B0 inhomogeneity (Baum et al., 1985) or
as refocusing pulses, (Conolly et al., 1989) but in this case we focus
on their ability to function as an excitation pulse given that our goal
is to improve the S/N for FID experiments.
We aim to design adiabatic pulses specifically intended for im-

plementation in surface NMR conditions. A numerically optimized
modulation (NOM) approach (Ugurbil et al., 1988; Town and Rose-
nfeld, 1990; Skinner and Robitaille, 1992) is implemented to design
efficient frequency sweeps for adiabatic pulses given conditions
representative of surface NMR. We consider the scenario in which
the current amplitude is coupled to the instantaneous transmit fre-
quency via the transmit coil’s frequency response. This scenario
simplifies the design of the adiabatic pulse, requiring only the fre-
quency sweep to be specified. Previous implementations of adia-
batic pulses in surface NMR have also used the coil response to
modulate the current amplitude (Grunewald et al., 2016). Advan-
tages of the NOM approach are illustrated through synthetic com-
parison with a chirp adiabatic pulse (where the transmit frequency is
varied linearly with time) and a hyperbolic tangent adiabatic pulse
(where the transmit frequency is varied using a hyperbolic tangent
function), which represent the two adiabatic pulses currently imple-
mented in the surface NMR instrumentation. Feasibility of the
NOM pulse is also demonstrated in a field experiment. Discussion
about implementation of the adiabatic pulse into the surface NMR
framework is given, and the ability of adiabatic pulses to produce
high-resolution images is investigated.

BACKGROUND

Surface NMR excitation pulses

To generate a measureable signal in surface NMR, the magnetiza-
tion present in the subsurface must be given a component transverse
to Earth’s field. This is accomplished by perturbing the magnetization
out of its equilibrium along the earth’s field direction using an applied
magnetic field (B1). The standard excitation pulse in surface NMR is
an on-resonance pulse (Legchenko and Valla, 2002; Behroozmand
et al., 2015); it is called on-resonance because the transmit frequency
(ωt) is selected equal to the Larmor frequency (ω0), resulting in an
offset (Δω) equal to zero during the pulse. The B1 amplitude is also
constant during an on-resonance pulse. Figure 1a illustrates the trans-
verse magnetization produced by a 40 ms on-resonance pulse over a
broad range of B1 typical of that present in surface NMR. Each point
in the profile is formed by solving the Bloch equation (Bloch, 1946)
given the 40ms on-resonance pulse waveform, a singleB1 amplitude,
and an initial condition described by a unit magnetization at equilib-
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Figure 1. (a) TheMy component produced by a 40 ms on-resonance
pulse over a range of B1. (b and c) The Mx and My components,
respectively, expected following several example adiabatic pulses
for a range of B1 amplitudes. The black, dark-gray, and light-gray
lines correspond to an example NOM, chirp, and hyperbolic tangent
pulse, respectively. The NOM pulse is determined by A∕2π ¼
100 Hz, ν ¼ ½ 1 2 �, γ0 ¼ 10, and B∕γ ¼ 1e − 6 T. The chirp pulse
is described by a linear frequency sweep of A∕2π ¼ 100 Hz and
τ ¼ 100 ms. The hyperbolic tangent sweep is defined by A∕2π ¼
100 Hz, τ ¼ 40 ms, and η ¼ 1.5. In each case Q ¼ 10, and the am-
plitude modulation is coupled to the instantaneous transmit frequency
via the coil response.
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rium. A transverse component (x- or y-component) equal to one in-
dicates that the pulse will rotate the magnetization fully into the trans-
verse plane given that particular B1 magnitude, whereas values close
to zero indicate that the magnetization remains in the earth’s field
direction. At a small B1 in Figure 1a, the transverse component is
close to zero. Moving to a larger B1, the profile rises to form a peak
with amplitude one and then begins to oscillate rapidly between
positive and negative values at large B1. Positive and negative values
correspond to transverse magnetizations oriented in opposite direc-
tions. The rapid oscillation results from the large induced flip angles
at these B1 strengths for the on-resonance pulse. Note that the pos-
itive and negative values will lead to destructive interference that
reduces the net signal amplitude. To eliminate this destructive inter-
ference and ultimately increase the signal amplitude, Grunewald et al.
(2016) propose that an alternative excitation strategy using an adia-
batic pulse may be used.
The type of adiabatic pulse used to generate a transverse mag-

netization is called an AHP pulse (Tannus and Garwood, 1997).
An AHP pulse begins with a large offset, sweeps ωt toward ω0 dur-
ing the pulse, and ends when the offset is equal to zero. Figure 1b
and 1c illustrates the transverse components produced by three
example AHP pulses; Figure 1b and 1c illustrates the x- and y-
components of the transverse magnetization, respectively. The
transverse components are determined in the same manner as in
Figure 1a, except with a pulse waveform corresponding to the
appropriate AHP. Note that only the y-component is shown for the
on-resonance case because its x-component is equal to zero at all B1

(not shown). The details of the three example adiabatic pulses are
given in the following section. For now, they serve to illustrate sev-
eral examples of the performance of an AHP pulse in a hetero-
geneous B1. The x-profiles (Figure 1b) are described by a single
broad peak with only positive values. The broad peak is a conse-
quence of AHP pulses exhibiting reduced sensitivity to B1 hetero-
geneity (Ugurbil et al., 1987). For the y-component (Figure 1c), the
profiles are described by an initial bump, followed by strong oscil-
latory behavior at large B1. Note that the oscillation in the My pro-
files is not due to modeling instability; rather, it is a consequence of
the initial condition not being well-satisfied at a large B1 given the
initial offsets. The presence of a nonzero y-component is a conse-
quence of these example AHP pulses not perfectly satisfying the
conditions required for an AHP at all B1. Further discussion about
the features observed in Figure 1c is given in the following section.
The motivation to use an AHP pulse in surface NMR stems from

a desire to exploit the broad positive peak in Figure 1b. The broad
peak indicates that significant transverse components can be
produced over a wide B1 range and consistently with a positive
x-component (which would eliminate destructive interference).
Grunewald et al. (2016) demonstrate that an AHP can lead to sig-
nificant signal improvements in surface NMR, but questions remain
about which AHP pulses are best suited to surface NMR conditions.

Designing an AHP pulse

To help understand the perturbation of the magnetization during
an AHP it is convenient to define a vector ωeff equal to

ωeff ¼
2
4 ω1

0

Δω

3
5; (1)

where ω1 is equal to γ � B1 (γ is the gyromagnetic ratio of the
hydrogen nuclei). The Δω term describes the offset between the Lar-
mor frequency and the transmit frequency;Δω ¼ ω0 − ωt. Equation 1
is valid in a reference frame that rotates at the transmit frequency
and has the z- and x-axes oriented in the direction of the earth’s field
and the direction of the component of B1 perpendicular to the earth’s
field, respectively.
For a particular excitation pulse to be considered as an AHP

pulse, it must satisfy three conditions. The first requires that the
transmit frequency at the beginning of the pulse be selected such
that Δω ≫ ω1. This ensures thatωeff is effectively collinear with the
equilibrium orientation of the magnetization at the onset of the
pulse. Note that if this condition (Δω ≫ ω1) is not well-satisfied,
it leads to behavior similar to that observed in Figure 1c (strong
oscillations in the My component). The second requirement is that
the AHP pulse ends whenωeff is in the transverse plane (satisfied by
ending the pulse when Δω ¼ 0). The third requirement is that the
frequency sweep satisfy the adiabatic condition at all times; i.e.,
Γ ≫ 1, where Γ is the adiabaticity factor defined by

Γðω0; tÞ ¼
kωeffðω0; tÞk
j_θðω0; tÞj

: (2)

The time derivative of the angle θ describes the change in the ωeff

axis’ orientation, where tanðθÞ ¼ Δω∕ω1. The adiabatic condition
is satisfied well when the nutation frequency ωeff is much greater
than the rate of change for the ωeff axis’ orientation. If all three
conditions are well-satisfied the magnetization will remain locked
to the ωeff vector throughout the AHP pulse, ultimately ending the
pulse with an orientation that lies in the transverse plane; that is, the
AHP pulse effectively functions as a π∕2 pulse.
In principle, we have the freedom to modulate the current

amplitude during the pulse (i.e., ω1) and ωt separately. Pulse-width
modulation may be used to directly modulate the current amplitude
during the pulse. This allows independent manipulation of ω1ðtÞ
and ΔωðtÞ giving precise control over the orientation of the ωeff

vector. Alternatively, previous implementations of adiabatic pulses
in surface NMR have used the transmit coil’s frequency response to
modulate the current amplitude. In this scenario, ω1ðtÞ is coupled
to ΔωðtÞ via the frequency response of the tuned transmit coil. We
consider the case in which the coil response is used to modulate the
current amplitude; this approach simplifies the design of an adia-
batic pulse to specifying only ΔωðtÞ. In this study, we model the
coil response as a Lorentzian, where the Lorentzian is centered at
ω0 and has a width determined by the transmit coil quality factor Q
(the equation defining the relation between Δω and ω1 is given in
equation A-1).
In the following, we investigate the utility of three types of fre-

quency sweeps: (1) a linear frequency sweep (referred to as a chirp
pulse), (2) a hyperbolic tangent frequency sweep, and (3) a fre-
quency sweep defined by a NOM (referred to as a NOM pulse).
Grunewald et al. (2016) implement a chirp pulse and observe prom-
ising results. A frequency sweep described by a hyperbolic tangent
function has also been implemented in the Vista Clara GMR surface
NMR data acquisition software. For these two example sweeps,
ΔωðtÞ are given by

ΔωcðtÞ ¼ A

�
1 −

t
τ

�
; (3a)

NOM for adiabatic pulses in surface NMR JM3
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and

ΔωhtðtÞ ¼ A

�
1 −

tanhðηtτ Þ
tanhðηÞ

�
: (3b)

Equation 3a and 3b corresponds to the frequency sweeps for the
chirp pulse and hyperbolic tangent cases, respectively. Subscripts
of c and ht will be used to denote chirp and hyperbolic tangent
sweeps. Equation 3a and 3b is parameterized such that Δωðt ¼ 0Þ ¼
A and Δωðt ¼ τÞ ¼ 0, where A is the initial offset and τ is the sweep
duration. For the hyperbolic tangent sweep, the η parameter controls
the shape of ΔωhtðtÞ. Large η values produce ΔωhtðtÞ that sweep
rapidly at the beginning of the pulse but slow as ΔωhtðtÞ approaches
zero. In the small η limit, the hyperbolic tangent sweep approaches a
linear frequency sweep.
For the NOM approach (Ugurbil et al., 1988), the frequency

sweep is determined using an optimization that ensures that a mini-
mum Γ is maintained throughout the pulse over a specified B1

range. The advantage of the NOM approach is that it implicitly
balances a desire to produce the fastest possible sweep (to reduce
power requirements and minimize relaxation during pulse [RDP]
effects [Walbrecker et al., 2009]) with the need to ensure a mini-
mum level of adiabaticity is maintained. The NOM method and
how it is used to determine the frequency sweep ΔωðtÞ is described
in detail by Rosenfeld et al. (1997). Briefly, given fixed shapes of
the ΔωðtÞ and ω1ðtÞ functions, the NOM approach can be used to
determine the optimal timing of the frequency sweep that ensures a
minimum Γ is maintained over a specific B1 range throughout the
pulse. The duration of the NOM sweep is determined during the
optimization. The optimization is given the freedom to sweep as
quickly or as slowly as needed to satisfy the minimum adiabaticity
requirement. The final shape of a particular NOM sweep is con-
trolled by several parameters: B, ν, γ0, and A. The B1 range in which
the minimum adiabaticity requirement must be satisfied is deter-
mined by B and ν, where B is used to specify a target B1 and ν is
used to scale this value to cover the B1 range of interest. The se-
lection of B and ν to describe a B1 range is not unique. The γ0

parameter specifies the minimum adiabaticity factor that must be
maintained over the specified B1 range during the pulse; A is
the initial offset between the transmit and Larmor frequencies.
The coil factor Q must also be specified prior to the optimization
because it enters ω1 through the coil response. Further details about
the implementation of the NOM approach for the scenario in which
ω1 is coupled to the instantaneous Δω are given in Appendix A.
To contrast the characteristics of the three investigated types of

frequency sweeps, Figure 2a compares the shapes of example chirp,
hyperbolic tangent, and NOM ΔωðtÞ functions with equal durations
(τ ¼ 52.2 ms), starting offset A (A∕2π ¼ 100 Hz), and coil re-
sponse (Q ¼ 10 and f0 ¼ 2000 Hz). Figure 2b illustrates the adia-
baticity factor for a B1 of 3e − 7 T during each of the sweeps shown
in Figure 2a. In practice, the surface NMR measurement has an
extremely heterogeneous B1, but a single value is considered in Fig-
ure 2b to simplify a qualitative discussion about the differences
among the NOM, chirp, and hyperbolic tangent sweeps. The value
of B1 used in this example is chosen to correspond to the target B1

for the example NOM pulse. Figure 2a illustrates ΔωNOMðtÞ, for a
sweep with B∕γ ¼ 3e − 7 T, γ0 ¼ 4, and ν ¼ 1, as the black line.
The ΔωcðtÞ function corresponding to the example chirp pulse is
shown by the dark-gray line. The ΔωhtðtÞ function corresponding to
the example hyperbolic tangent sweep with η ¼ 4 is shown by the
light-gray line. In each case, ω1ðtÞ (not shown) is determined by the
coil response.
For the NOM sweep (black line in Figure 2a), the transmit fre-

quency is initially swept quickly with the sweep rate slowing as Δω
approaches zero. This can be seen by noting that the slope is ini-
tially steep but flattens toward the end of the pulse. The exact shape
of the sweep depends on the selection of the A, B, γ0, and ν param-
eters, but the NOM sweeps typically exhibit a shape similar to that
shown in Figure 2a. The changing slope of the NOM frequency
sweep results from the minimum adiabaticity requirement. This
can be observed in Figure 2b, which illustrates the adiabaticity fac-
tor throughout the pulse at the target B1 of 3e − 7 T. The NOM
pulse sweeps as fast as possible while satisfying the minimum adia-
baticity requirement resulting in a flat response in Figure 2b. Note
that Γ during the NOM pulse is only constant over the B1 range in
which the minimum adiabaticity requirement is enforced, at other
B1 Γ varies during the pulse. For the chirp pulse example (the dark-
gray line in Figure 2a), ωt is varied at a constant rate throughout the
pulse (corresponding to the constant slope). Compared with the
NOM sweep, the chirp pulse sweeps more slowly initially and more
quickly toward the end of the pulse. The adiabaticity factor through-
out the chirp pulse (the dark-gray line in Figure 2b) is initially large,
but it decreases toward the end of the pulse (for B1 ¼ 3e − 7 T). For
the hyperbolic tangent sweep (light gray line in Figure 2a), the
shape is closer to the NOM case except that the initial sweep
and the approach to resonance are slower (the slope is flatter during
the latter half of the pulse). The exact shape of the hyperbolic tan-
gent sweep is controlled by η, but it generally exhibits a similar
shape to that shown in Figure 2a. Examining the adiabaticity factor
during the hyperbolic tangent sweep indicates that it begins with
a high Γ, which dips to a lower Γ at times corresponding to the
shoulder in Figure 2a (i.e., t ∼ 15 ms in this example). At later
times, the slow approach to resonance produces a high Γ (for
B1 ¼ 3e − 7 T). However, adiabaticity considerations alone (e.g.,
Figure 2b) are not enough to comment on the expected relative
performance of each frequency sweep.
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Figure 2. (a) Schematic illustrating the modulation of the transmit
frequency during three example adiabatic pulses. The black line
shows the variation of the transmit frequency for a NOM pulse cor-
responding to A∕2π ¼ 100 Hz, B∕γ ¼ 3e − 7 T, γ0 ¼ 4, ν ¼ 1, and
Q ¼ 10. The dark-gray line shows the variation of the transmit fre-
quency for a chirp pulse (linear frequency sweep) with to the same
A and pulse duration (52.2 ms) as the NOM pulse. The light-gray
line shows the variation of the transmit frequency for a hyperbolic
tangent sweep with η ¼ 4 and the same A and pulse duration as
the NOM pulse. (b) The adiabaticity factor throughout the adiabatic
pulse for each of the adiabatic pulses shown in (a) for a
B1 ¼ 3e − 7 T.
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RESULTS

Numerical comparison of chirp, hyperbolic tangent,
and NOM AHP pulses for surface NMR conditions

The suitability of an adiabatic pulse for surface NMR must also
be judged by several additional factors such as

1) its ability to generate a transverse magnetization in the presence
of a heterogeneous B1,

2) the pulse duration,
3) the power requirement, and
4) its utility for producing high-resolution images of aquifer prop-

erties.

The first factor is related to the pulse’s ability to generate a large
amplitude signal given heterogeneous B1. The second factor con-
siders the impact of RDP effects (Walbrecker et al., 2009), which
places an upper limit on the pulse duration. The third factor is a
practical consideration related to hardware limitations, and the
fourth factor reflects that, ultimately, the goal in surface NMR is
to produce images of aquifer properties. Therefore, the performance
of a pulse must be judged not only by its ability to generate a large
transverse magnetization but also how useful it is for the imaging
portion of the problem. In the following, we contrast the chirp, hy-
perbolic tangent, and NOM frequency sweeps based on these four
criteria.
Consider first the ability of each type of sweep to produce a trans-

verse magnetization in a heterogeneous B1 (factor 1). In Figure 1b
and 1c, the Mx and My components for three example adiabatic
pulses are illustrated: a chirp pulse with A∕2π ¼ 100 Hz and
τ ¼ 100 ms, a hyperbolic tangent pulse with A∕2π ¼ 100 Hz,
τ ¼ 40 ms, and η ¼ 1.5, and a NOM pulse defined by A∕2π ¼
100 Hz, ν ¼ ½ 1 2 �, γ0 ¼ 10, and B∕γ ¼ 1e − 6 T. The specific
NOM, chirp, and hyperbolic tangent sweeps illustrated in Figure 1b
and 1c are selected to demonstrate that each type of frequency
sweep is capable of producing very similarMx andMy components
over the same range of B1 amplitudes (observed by noting that the
Mx and My profiles track one another closely over the full range of
B1 in Figure 1b and 1c). Because each type of frequency sweep
(NOM, chirp, hyperbolic tangent) can produce similar Mx and
My profiles, it is advisable to favor the sweep that minimizes the
pulse duration (factor 2) and power requirements (factor 3). There-
fore, to compare the suitability of each sweep type for application in
surface NMR, a synthetic comparison is conducted in which the
duration and power requirements for a set of chirp and hyperbolic
tangent pulses are compared against NOM pulses that produce sim-
ilar Mx profiles. That is, for each chirp and hyperbolic tangent
pulse, a NOM pulse producing a similar Mx profile is identified
and the corresponding pulse durations and power requirements
are compared. The power requirement is approximated as the inte-
gral of the square envelope of the current modulation ðω1ðtÞ∕B)
throughout the pulse; equivalent to treating the pulse power as
∼IðtÞ2 for a peak current of 1 A.
Consider first a comparison between chirp and NOM pulses. A

suite of chirp pulses described by all combinations of A∕2π ¼ 50,
100, 200, 400 Hz, τ ¼ 30–100 ms in steps of 5 ms, andQ ¼ 5, 10 is
formed and the corresponding Mx and My profiles are calculated.
To identify a NOM pulse producing a similar net excitation over the
same range of B1 heterogeneity, two suites of NOM pulses are de-
fined for B∕γ ¼ 2e − 7 T to 100e − 7 T in steps of 1e − 7 T, ν ¼ 1

to ν ¼ νmax for νmax ¼ 1, 2 and the same A, and the same Q, as the
corresponding chirp pulse. That is, only chirp and NOM pulses that
use the same A and Q are compared. The comparison is conducted
once for a NOM pulse with γ0 ¼ 4 (black triangles and counts in
Figure 3) and again for a NOM pulse with γ0 ¼ 10 (gray triangles
and counts in Figure 3) to investigate the trend at two minimum
adiabaticity levels. To conduct each comparison, a chirp pulse is
selected and the NOM pulse producing a similarMx profile is iden-
tified by comparing the chirp Mx profile against the Mx profiles
produced by every NOM pulse. The pulse that minimizes the differ-
ence between the Mx profiles at B1 strengths less than 10−5 is
selected, and its pulse duration and power requirements are compared
against that of the chirp pulse (to form a single triangle in Figure 3a
and 3b and a single count in the histograms of Figure 3c–3f). Only
the difference between the Mx profiles is minimized. We limit the
comparison to the Mx profiles given that the primary motivation
for the use of adiabatic pulses in this study is to exploit the coherent
(single signed)Mx component to eliminate signal loss due to destruc-
tive interference. This also has the benefit of reducing complications
related to the oscillatory behavior present in the My profile that
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Figure 3. A comparison of the pulse duration and power require-
ments of NOM pulses and chirp pulses resulting in similar net ex-
citation (i.e., similar Mx profiles at B1 < 1e − 5 T). Each triangle in
(a or b) or count in (c, d, e, or f) represents a comparison between a
particular chirp pulse and a NOM pulse. The comparison is con-
ducted once for a NOM pulse with a minimum adiabaticity of 4
(the black triangles and counts) and again with a minimum adiaba-
ticity of 10 (the gray triangles and counts). (a and b) Comparison of
the pulse duration and power requirements. (c and d) Percent reduc-
tion of the pulse duration or power requirement provided by the
NOM pulse compared with the chirp pulse producing similar pro-
files. (e and f) Average percent discrepancy between the Mx and
My profiles for each NOM pulse chirp pulse pair, respectively;
the histograms indicate how similar the NOM and chirp Mx and
My profiles are in each case.
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depends strongly on the discretization of the B1-axis. Only B1

strengths less than 10−5 are considered in the comparison as this rep-
resents the B1 present in most of the subsurface. In total, Figure 3
contains 240 comparisons between chirp and NOM adiabatic pulses.
Figure 3a and 3b demonstrates that the NOM pulse consistently
shortens the pulse duration and lowers the power required to produce
similar Mx profiles as a chirp pulse (noted by observing that the tri-
angles consistently fall above the 1-to-1 line). Figure 3c and 3d
illustrates the percent reduction of the pulse duration and power re-
quirement provided by the NOM pulse versus the chirp pulse. For the
lower minimum adiabaticity case, consistent reductions of approxi-
mately 50%–90% are observed for the pulse duration and approxi-
mately 50%–80% are observed for the power consumption. For
γ0 ¼ 10, the pulse duration and power reductions are smaller ranging
from approximately 10% to 80% and 10%–70%, respectively. In
some instances (for γ0 ¼ 10), the chirp pulse requires less power
or a shorter duration (counts less than zero in Figure 3c and 3d),
but this comes at the expense of lowering the minimum adiabaticity
during the sweep. The Mx profiles in these cases are poor and do
not reach one at the targetB1 amplitude. Figure 3e illustrates the aver-

age percent error between the chirp and NOM Mx profiles for each
comparison; i.e., the x-coordinate shows the mean of the jMx;NOM −
Mx;cj∕jMx;cj × 100% vector. Most comparisons have less than a 10%
discrepancy between the two Mx profiles. The γ0 ¼ 10 case better
reproduces the chirp pulse results (smaller errors) than does the γ0 ¼
4 case. Note that the discrepancy could be reduced by expanding the
suite of NOM pulses used for the search. However, it is not expected
to have a dramatic influence on the observed trends in Figure 3a–3d
given that reducing the B∕γ discretization further (when forming the
suite of NOM pulses) was not observed to significantly vary the pulse
durations and power requirements. Figure 3f illustrates the average
percent discrepancy between the chirp and NOMMy profiles for each
comparison (i.e., the mean of the jMy;NOM −My;cj∕jMy;cj × 100%

vector). The differences in this case are much larger due to the strong
oscillations present at large B1 (e.g., Figure 1c) and because the main
peak in the My profiles can be quite different. The comparison fo-
cuses on the Mx component; large My percent discrepancies do not
indicate improved performance for the NOM or chirp pulses but sim-
ply that they produce differentMy profiles. Overall, NOM pulses are
capable of producing similar Mx profiles as a chirp pulse, but they
can do so using shorter pulses and less power.
Figure 4 illustrates a similar comparison as Figure 3, in which

NOM and hyperbolic tangent sweeps are now compared. A suite of
hyperbolic tangent pulses described by all combinations of A∕2π ¼
50, 100, 200, 400 Hz, τ ¼ 40–100 ms in steps of 20 ms, η ¼ 2 − 8

in steps of 2, and Q ¼ 5, 10 is formed and the corresponding Mx

and My profiles calculated. A NOM pulse producing a similar Mx

profile at B1 < 10−5 T is then identified using the same suite of
NOM pulses as in the chirp pulse comparison. The comparison
is conducted once for a NOM pulse with γ0 ¼ 4 (black triangles
and counts in Figure 4) and again for a NOM pulse with γ0 ¼ 10

(gray triangles and counts in Figure 4). In total, Figure 4 contains
256 comparisons. Similar trends are observed as before; the NOM
pulse consistently lowers the pulse duration and power required
while producing a similar Mx profile as the hyperbolic tangent
sweep (observed by noting that the triangles in Figure 4a and 4b
consistently fall above the 1-to-1 line). For the lower minimum
adiabaticity case, consistent reductions of approximately 50%–
75% are observed for the pulse duration and the power consumption
(Figure 4c and 4d). For γ0 ¼ 10, the pulse duration and power
reductions are smaller ranging from approximately 0% to 60% (Fig-
ure 4c and 4d). For the higher adiabaticity case (γ0 ¼ 10), the hy-
perbolic tangent sweep is shorter than the corresponding NOM
pulse in several instances. Figure 4e shows the percent discrepancy
between the Mx profiles, where the γ0 = 10 case reproduces the
hyperbolic tangent profiles more closely than the γ0 ¼ 4 case. Fig-
ure 4f illustrates the average percent discrepancy between the hyper-
bolic tangent and NOM My profiles for each comparison; the My

differences in this case are again much larger due to strong oscil-
lation in the large B1 limit and the differences in the main bump in
the My profiles. Note that in some cases, the hyperbolic tangent
sweep (primarily for large η and longer pulse durations) produces
a large bump in theMy profile at small B1 (not shown). The current
comparison does not reward this feature given that our focus is to
exploit of the Mx component while minimizing the pulse duration.
The growth of the My bump for the hyperbolic tangent case comes
at the expense of an increased pulse duration, which in this study we
chose to penalize. Further discussion regarding this My bump is
given in the “Discussion” section. Overall, the NOM pulse is able
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Figure 4. A comparison of the pulse duration and power require-
ments of NOM pulses and hyperbolic tangent pulses resulting in
similar net excitation (i.e., similar Mx profiles at B1 < 1e − 5 T).
Each triangle in (a or b) or count in (c, d, e, or f) represents a com-
parison between a particular hyperbolic tangent pulse and a NOM
pulse. The comparison is conducted once for a NOM pulse with a
minimum adiabaticity of 4 (black triangles and counts) and again
with a minimum adiabaticity of 10 (gray triangles and counts).
(a and b) Comparison of the pulse duration and power requirements.
(c and d) Percent reduction of the pulse duration or power require-
ment provided by the NOM pulse compared with the hyperbolic
tangent pulse producing similar profiles. (e and f) Average percent
discrepancy between the Mx and My profiles for each NOM pulse
hyperbolic tangent pulse pair, respectively; the histograms indicate
how similar the NOM and hyperbolic tangent Mx and My profiles
are in each case.
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to produce similar Mx profiles as the hyperbolic tangent sweep, but
while shortening the pulse duration and reducing the required
power.
Figures 3 and 4 indicate that the NOM approach is expected to

reduce the pulse duration and power requirements necessary to pro-
duce similar Mx profiles compared with the chirp and hyperbolic
tangent sweeps. However, we must still consider the utility of each
pulse type for producing images of aquifer properties (factor 4). To
contrast the ability of each adiabatic pulse to produce high-resolu-
tion images, Figures 5 and 6 illustrate the expected resolution as a
function of depth in each case. The resolution is estimated using
singular-value decomposition (SVD) of the surface NMR kernel
matrix K (Müller-Petke and Yaramanci, 2008), where K ¼ USVT.
From the SVD, the resolution matrix R may be calculated
(R ¼ VVT). To evaluate the resolution as a function of depth, the
full-width at half-maximum (FWHM) of each row inR is calculated
(Müller-Petke and Yaramanci, 2008). The FWHM of each row in R
provides a convenient metric to contrast the expected resolution for
several adiabatic pulses simultaneously. To account for the noise
when producing R, only columns of V that correspond to singular
values greater than the noise floor are included; i.e., a Picard plot is
used to determine when the singular values should be truncated
based upon the noise conditions (Fedi et al., 2005). In Figures 5
and 6, the data level is based upon 10 nV of random noise and a
half-space of 30% water content. Note that when calculating the
kernel, in each case the Mx and My components produced by the
adiabatic pulses are included.
Consider first Figure 5, which illustrates the expected resolution

provided by several adiabatic pulses for an amplitude-only inver-
sion (i.e., the kernel considers only the amplitudes of the signal).
The kernels correspond to a synthetic survey using a 75 m circular
loop (coincident transmit/receive), 24 current amplitudes logarith-
mically spaced from 2 to 500 A, and a resistive subsurface. Kernels
are generated using MRSMatlab (Müller-Petke et al., 2016). In each
case, the kernel is formed using a different adiabatic pulse. The left,
center, and right columns of Figure 5 each contrast five adiabatic
pulses of equal duration (the left, center, and right columns corre-
spond to durations of 38.8, 52.2, and 79.8 ms, respectively). Table 1
lists the parameters of all adiabatic pulses considered in Figure 5. In
each column, two chirp pulses (red profiles) and two hyperbolic
tangent pulses (green profiles) are compared against a NOM pulse
(black profile). The top, middle, and bottom rows of Figure 5 illus-
trate the expected resolution as a function of depth, the magnitude
of the singular values (i.e., the diagonal elements of S), and the ini-
tial amplitudes produced by each pulse given a half-space of 30%
water content, respectively. Comparing the resolution (Figure 5a–
5c) for each pulse duration indicates that the NOM pulse consis-
tently produces the sharpest resolution (given this noise level). This
is noted by observing that the black profile is consistently closer to
the y-axis (smaller x-values) than the red and green profiles. The
solid green profile (the hyperbolic tangent pulse with η ¼ 4) also
consistently produces similar resolution as the NOM pulse. To gain
insight into the expected resolution at alternate noise levels the rate
of decay of the singular values can be considered (middle row of
Figure 5). For each pulse duration, the singular values correspond-
ing to the hyperbolic tangent pulse with η ¼ 4 (the solid green pro-
file) decay the slowest. This indicates that at higher noise levels, this
pulse may include additional singular values when calculating R
potentially improving resolution compared with the other pulses.

At lower noise levels than that considered in Figure 5, similar results
as Figure 5a–5c are produced. The bottom row contrasts the signal
amplitudes produced in each case. The NOM and hyperbolic tan-
gent pulse (with η ¼ 4) consistently produce the largest signal am-
plitudes (while also providing the best resolution).
Figure 5 shows an amplitude-only inversion (the standard inver-

sion scheme in surface NMR). However, Braun and Yaramanci
(2005) demonstrate that considering the signal phase (i.e., a com-
plex data) can improve resolution. To examine the performance of
the same adiabatic pulses in the context of a complex inversion,
Figure 6 illustrates the same resolution comparison as in Figure 5

Figure 5. Resolution comparison among several NOM, hyperbolic
tangent, and chirp pulses of equal pulse duration for the standard
amplitude-only inversion (i.e., the kernel treats only the ampli-
tudes). The adiabatic pulses in each column have the same pulse
duration (listed at the top of the column). The top row illustrates the
expected resolution as a function of depth for each AHP. The middle
row illustrates the singular values of the kernel matrix for each AHP.
The bottom row illustrates the sounding curves produced by each
AHP for a resistive half-space of 30% water content. The param-
eters defining each AHP and the associated colors are listed in
Table 1. NOM, hyperbolic tangent, and chirp pulses correspond
to black, green, and red profiles, respectively.
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but where the kernel now treats the real and imaginary components
of the signal separately (instead of only considering the signal am-
plitudes). Table 1 lists the parameters defining the adiabatic pulses
considered in each column of Figure 6. The top row of Figure 6 is
similar to the top row of Figure 5, in which the NOM pulse (the
black profiles) consistently provides the best resolution. Consider-
ing the singular values in each case (the middle row of Figure 6), the
NOM pulse’s singular values now appear to decay most slowly
(except for the largest singular values, where the solid green profile
initially decays more slowly). This suggests that the NOM pulse is
likely to provide improved resolution for a wider range of noise
levels for a complex inversion compared with the amplitude-only
inversion. In the bottom row of Figure 6, the real and imaginary
initial amplitudes are illustrated (for a 30% water content half-
space); the imaginary components are positive, whereas the real
components are given a negative sign for easier visualization (in
practice, the sign can be manipulated by altering the frequency
sweep). The NOM pulse consistently produces the largest imagi-
nary signal (the component of the signal associated with Mx),
whereas the hyperbolic tangent pulse produces the largest real sig-
nal (the component of the signal associated with My). Note that in
Figures 5 and 6, the chirp pulses consistently produce the smallest
signal amplitudes (for this case considering a half-space of 30%
water content). Overall, Figures 5 and 6 indicate that the NOM
pulse consistently provides better resolution and larger signal am-
plitudes than chirp and hyperbolic tangent pulses of equal duration.
However, the hyperbolic tangent pulse with η ¼ 4 produces similar
levels of resolution as the NOM pulses for the amplitude-only in-
version, and it is likely to provide better resolution than the NOM
pulse in high noise environments.
Considering all four factors together, the NOM pulse is capable

of producing similarMx profiles as the chirp and hyperbolic tangent
pulses but while doing so with shorter pulse durations and reduced
power requirements (factors 1–3). The NOM pulse is also able
to provide the best spatial resolution (factor 4) and largest signal
amplitudes. Therefore, of the three investigated AHP pulse types
(chirp, hyperbolic tangent, and NOM), we consider the NOM pulse
to be best suited to surface NMR transmit conditions. To select a
particular NOM pulse well-suited to surface NMR conditions, a
sensitivity analysis of each parameter defining the NOM pulse is
conducted in Appendix B. The NOM pulse investigated in the
center columns of Figures 5 and 6 (defined by B∕γ ¼ 3e − 7 T,
γ0 ¼ 4, A ¼ 100 Hz, and ν ¼ 1) is observed to provide a good
balance among large signal amplitudes, high resolution, and a (rea-
sonably) short pulse duration.

Field verification of a NOM pulse in surface NMR

To verify the feasibility of a NOM pulse under field conditions, a
field study was conducted in Leque Island, Washington. The survey
used a two turn 42 m circular coincident transmit and receive loop
and 36 current amplitudes logarithmically sampled from approxi-
mately 1.75 to 296 A. The survey used a reference loop for noise
cancellation and was conducted using the Vista Clara GMR system.
The Larmor frequency at the site was observed to be 2290 Hz.
The NOM pulse swept from 100 Hz below resonance ending at
the Larmor frequency using the same frequency modulation func-
tion shown by the black line in Figure 2a (i.e., the NOM pulse
investigated in the center columns of Figures 5 and 6). A 40 ms
on-resonance data set was also collected to serve as a reference.
Figure 7a illustrates the resulting sounding curves; the NOM and
on-resonance sounding curves correspond to the black and gray
lines, respectively. The NOM and on-resonance pulses produce sim-
ilar amplitudes at low current amplitudes, whereas the NOM pulse
improves the signal amplitude at strong currents.
Figure 7b and 7c shows the resulting water content and T2� pro-

files, respectively. Inversion was performed using MRSMatlab
(Müller-Petke et al., 2016). The standard QT amplitude-only inver-
sion was used (Müller-Petke and Yaramanci, 2010). Both inversions
were performed using the same level of regularization (value of
1000 in MRSMatlab) and were observed to fit the data to a similar
level (Figure 7d and 7e). To form these profiles it was necessary to
include RDP effects directly into the forward model, using the
method proposed by Grombacher et al. (2017). Briefly, this process
involves estimating the water content by matching the signal am-
plitude estimated at the end of the pulse with a kernel whose trans-
verse magnetization term is determined by solving the Bloch
equation with appropriately weighted relaxation terms. The appro-
priate weight for the relaxation terms is estimated from observed
T2� values. At this site, the observed decays were well-described
by a T2� of approximately 35 ms. Combined with the knowledge
that the site is known to have strong magnetic effects (based on
logging measurements near the site indicating T2 ¼ 250 ms), the
component of the kernel describing the transverse magnetization at
each location in the subsurface was formed by solving the Bloch
equation with T2 and T1 equal to 250 ms (at all depths), and a back-
ground magnetic field distribution whose width is selected to cor-
respond to T2� ¼ 35 ms. The same background field distribution
was used for the on-resonance and NOM inversions to ensure each
inversion was conducted with the same subsurface conditions. The
exact value of the T2 and T1 is not observed to have a large impact
on the modeled transverse magnetizations in this case given that

Table 1. Parameters defining the AHP pulses illustrated in each column of Figures 5 and 6. All AHP in a single column have
the same pulse duration. The line color column indicates the colors of corresponding AHP pulses in Figures 5 and 6.

Line color Left column Center column Right column

Black (NOM) A∕2π ¼ 100 Hz, γ0 ¼ 4,
νmax ¼ 1, B∕γ ¼ 4e − 7 T

A∕2π ¼ 100 Hz, γ0 ¼ 4,
νmax ¼ 1, B∕γ ¼ 3e − 7 T

A∕2π ¼ 100 Hz, γ0 ¼ 4,
νmax ¼ 1, B∕γ ¼ 2e − 7 T

Solid red (chirp) A∕2π ¼ 100 Hz, τ ¼ 38.8 ms A∕2π ¼ 100 Hz, τ ¼ 52.2 ms A∕2π ¼ 100 Hz, τ ¼ 79.4 ms

Dashed red (chirp) A∕2π ¼ 200 Hz, τ ¼ 38.8 ms A∕2π ¼ 200 Hz, τ ¼ 52.2 ms A∕2π ¼ 200 Hz, τ ¼ 79.4 ms

Solid green (tanh) A∕2π ¼ 100 Hz, η ¼ 4, τ ¼ 38.8 ms A∕2π ¼ 100 Hz, η ¼ 4, τ ¼ 52.2 ms A∕2π ¼ 100 Hz, η ¼ 4, τ ¼ 79.4 ms

Dashed green (tanh) A∕2π ¼ 100 Hz, η ¼ 2, τ ¼ 38.8 ms A∕2π ¼ 100 Hz, η ¼ 2, τ ¼ 52.2 ms A∕2π ¼ 100 Hz, η ¼ 2, τ ¼ 79.4 ms
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they are much larger than T2�; i.e., magnetic effects dominate the
RDP effects in this case not T2 or T1 processes. This alternative
approach to account for RDP effects was necessary because the
standard approach, which involves estimating the initial amplitude
of the signal by extrapolating the observed decays to the midpoint of
the pulse and using a kernel that neglects RDP effects (Walbrecker
et al., 2009), leads to biased results for an adiabatic pulse in fast T2�
conditions (Grombacher et al., 2017).
Profiles are shown to a depth of 30 m given the high conductivity

at the site (ranging from approximately 1 to 10 Ωm at depths shal-
lower than 20 m) and the small coil diameter (42 m). The profiles
have poor resolution below approximately 30 m depth. The result-
ing water content profiles (Figure 7b) both predict low water at the
shallowest depths (consistent with a priori knowledge of the pres-
ence of a shallow clay layer) with an increasing water content be-
ginning at approximately 4–5 m. Both profiles predict a peak in
water content of approximately 30% at approximately 7–8 m in
depth, with a drop in water content below this layer. At 15–20 m
depth, the NOM profile predicts a lower water content than the on-
resonance profile. At greater depths, the water content profiles con-
verge predicting approximately 10%–15% water content. The T2�
profiles in both cases are very similar, showing little structure and
values close to 30–35 ms at all depths. The predicted T2� profiles
are consistent with the RDP modeling assumption that assumed
T2� ¼ 35 ms at all depths. Note that the RDP modeling does not
constrain T2� to be approximately 35 ms; it only affects the trans-
verse magnetization term of the forward model. Despite some minor
differences the on-resonance and NOM pulse produce similar re-
sults, whereas the NOM pulse provides a large signal enhancement
for most pulse current amplitudes demonstrating the feasibility of
the NOM pulse for current surface NMR hardware.

DISCUSSION

Adiabatic pulses provide an excitation scheme capable of
enhancing the signal amplitude in surface NMR. To ensure that the
advantages of the AHP pulse can be fully exploited in surface
NMR, adiabatic pulses that perform well in surface NMR transmit
conditions must be selected. Synthetic comparison between the two
types of AHP previously implemented in surface NMR (chirp and
hyperbolic tangent pulses) and an alternative adiabatic pulse de-
fined using the NOM approach indicates that the NOM pulse is bet-
ter suited to surface NMR transmit conditions when considering the
scenario in which ω1 is coupled to the instantaneous Δω. Recom-
mendation of the NOM approach for adiabatic pulses in surface
NMR is based upon a desire to exploit the coherent Mx component
produced by an AHP pulse while limiting the pulse duration. The
NOM approach is well-suited to this goal given that it implicitly
balances a desire to produce the fastest possible sweep with the
need to ensure a minimum level of adiabaticity is maintained.
Figures 3–6 demonstrate that the NOM approach is capable of pro-
ducing similar Mx profiles as the chirp and hyperbolic tangent
pulses using shorter pulse durations and less power, while also pro-
viding large signal amplitudes and sharp resolution. However, if an
amplitude-only inversion is to be used in high noise conditions, the
hyperbolic tangent pulse with η ¼ 4 may be preferable to the inves-
tigated NOM pulses. Comparison of the chirp and hyperbolic tan-
gent pulses in Figures 5 and 6 indicates that the hyperbolic tangent
pulse is expected to improve the signal amplitudes and resolution
compared with the chirp pulse. Therefore, if the proposed NOM

approach is not available, we recommend that the hyperbolic tan-
gent pulse (with η ¼ 4) be selected in place of the chirp pulse.
Another advantage of the NOM approach is the manner in which

the pulse is parameterized. Conceptually, it is straightforward to
understand the meaning of the B, ν, and γ0 parameters and how
they are expected to impact the performance of the NOM pulse.
They specify the range of B1 over which a specific adiabaticity
requirement must be guaranteed. In contrast, for the chirp and hy-
perbolic tangent sweeps, it is less straightforward to immediately

Figure 6. Resolution comparison among several NOM, hyperbolic
tangent, and chirp pulses of equal pulse duration for the complex
inversion (i.e., the kernel treats the real and imaginary components
separately). The adiabatic pulses in each column have the same
pulse duration (listed at the top of the column). The top row illus-
trates the expected resolution as a function of depth for each AHP.
The middle row illustrates the singular values of the kernel matrix
for each AHP. The bottom row illustrates the sounding curves pro-
duced by each AHP for a resistive half-space of 30% water content
(imaginary components have a positive sign, whereas the real com-
ponents have a negative sign for easier visualization). The param-
eters defining each AHP and the associated colors are listed in
Table 1 (the same AHP as in Figure 5 are investigated). NOM, hy-
perbolic tangent, and chirp pulses correspond to the black, green,
and red profiles, respectively.
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understand the impact that τ and η will have on the final perfor-
mance of the pulse; that is, it is not straightforward to translate τ
and η into estimates of the range of B1 over which the pulse will
perform well and the expected adiabaticity throughout the sweep.
Note that the comparisons among the NOM, chirp, and hyper-

bolic sweeps in Figures 3 and 4 were based on Mx components;
the My differences were not considered. In practice, the My com-
ponent also contributes to the signal amplitude and resolution, but
given that our goal was to exploit the coherent Mx component, the
My component is considered secondary for the pulse duration and
power requirement comparison. However, the Mx and My compo-
nents are included in the resolution comparison as shown in
Figures 5 and 6. For the hyperbolic tangent sweep, the My compo-
nent in some cases contains a large bump at low B1 (even lower B1

than the location of the main Mx bump). The source of this bump
can be understood by considering the hyperbolic tangent sweep to
be effectively composed of two pulses. The first describes the initial
frequency sweep ending when Δω is close to zero and is effectively
responsible for producing the Mx profile. For long duration pulses
with large η, this part ends relatively early in the pulse. The second
part can be considered as an on-resonance pulse (because Δω is so
small during the very slow approach to resonance) performed using
the residual magnetization left in the B0 direction. During the sec-
ond part, the transverse magnetization produced by the first part is

effectively spin locked to the B1 axis and is largely unaffected by the
long tail of the hyperbolic tangent sweep. The large My bump is
useful for improving signal amplitudes and resolution (as evidenced
by the similar signal amplitudes and resolution shown by the NOM
and hyperbolic tangent pulse with η ¼ 4 in Figure 5). However, the
growth of the My bump comes at the expense of an increased pulse
duration. Furthermore, theMx component is likely very sensitive to
RDP effects in this case given that it spends most of the pulse du-
ration lying fully in the transverse plane locked to the B1 axis ex-
posed to T2 processes. We prefer to prioritize short pulse durations
over a large My bump given that the latter may increase power re-
quirements and potentially enhance RDP.
When deciding if an adiabatic pulse should be used in place of an

on-resonance pulse (or other transmit approaches such as frequency
cycling) several factors should be considered. First, adiabatic pulses
are likely to require longer pulse durations than an on-resonance
pulse to achieve similar depth penetrations. This may lead to en-
hanced RDP compared with an on-resonance pulse (primarily in
the fast T2 limit). In these cases, signal attenuation due to RDP may
cancel out the signal enhancements provided by the adiabatic pulse.
That is, the shorter on-resonance pulse may produce larger signal
amplitudes because RDP may affect the adiabatic pulse more se-
verely. If short T2 are suspected, the NOM pulse should be designed
using smaller B to reduce the pulse duration. The shorter pulse du-

ration will come at the expense of reducing the
depth penetration and signal amplitude.
Another trade-off when using adiabatic pulses

instead of on-resonance pulses is that the increased
signal amplitude requires heightened power con-
sumption. The on-resonance approach represents
the most efficient means of generating a transverse
magnetization. On-resonance pulses will be able
to generate a fully transverse magnetization at
smaller B1 amplitudes given a fixed amount of
available power. Adiabatic pulses offer larger sig-
nal amplitudes but require larger maximum power
to ensure adequate depth penetration. One ap-
proach to maximize depth penetration given a
fixed peak power may be to pair several on-reso-
nance pulses (with large current amplitudes) with
the adiabatic soundings to improve sensitivity at
the greatest depths. The increased power con-
sumption of the adiabatic pulse may also require
more charge cycles for the capacitors used to
source the bus voltage during transmit, which may
increase survey times. However, this increase in
survey time is likely compensated by the adiabatic
pulse’s S/N improvement reducing the number of
stacks necessary.
In environments in which the Larmor frequency

is uncertain and/or strong background magnetic
field inhomogeneity is present (e.g., magnetic
environments) one should consider whether the
S/N improvement of the adiabatic pulse is trumped
by the heightened modeling accuracy provided by
the frequency-cycling technique (Grombacher
et al., 2016). Frequency-cycling (which uses off-
resonance pulses) can help alleviate sensitivity
to a poor Larmor frequency estimate and minimize
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Figure 7. Results of a field survey using the recommended NOM adiabatic pulse
(A∕2π ¼ 100 Hz, γ0 ¼ 4, v ¼ 1, B∕γ ¼ 3e − 7 T) conducted at Leque Island, Wash-
ington. The results of a survey using a 40 ms on-resonance pulse are also shown as a
reference. (a) Sounding curves for the NOM (black) and 40 ms on-resonance pulse
(gray). (b) Water content profiles produced by the NOM (black) and on-resonance (gray)
pulses. (c) T2� profiles produced by the NOM (black) and on-resonance (gray) surveys.
(d and e) Data misfit for the NOM and on-resonance inversions that correspond to the
profiles shown in (b and c), respectively.
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potential artifacts in the estimated water content profile that arise from
unknown off-resonance effects. Grunewald et al. (2016) suggest an
approach similar to frequency cycling that may be used with adiabatic
pulses, in which a pair of adiabatic pulses is formed by first sweeping
from below resonance and then again from above resonance. This al-
lows the sign of theMx component to be alternated, whereas the sign
of the My component remains fixed. This potentially allows the data
to be stacked in a manner that reduces the impact of an uncertain Lar-
mor frequency. Investigation of the utility of this approach to alleviate
sensitivity to an uncertain Larmor frequency will be the subject of
future research.
To summarize, the decision to use an adiabatic pulse should

involve consideration of RDP, depth penetration, and Larmor fre-
quency uncertainty. The excitation scheme selected for a particular
field study should choose a strategy optimally suited for local con-
ditions. Also important to note is that the benefits of using an adia-
batic pulse can be exploited in parallel with all existing noise
cancellation approaches.
We consider only AHP pulses in this work as our focus is the

excitation portion of a surface NMR FID measurement. Alternative
adiabatic pulses that function as inversion pulses (Baum et al., 1985;
Grunewald and Walsh, 2013b), or phase preserving plane rotations
(i.e., refocusing pulses; Conolly et al., 1989) may also have appli-
cations for other surface NMR pulse sequences. The application of
these alternative adiabatic pulses in surface NMR will be the focus
of future research.

CONCLUSION

Adiabatic pulses are capable of enhancing the S/N in surface
NMR. To ensure efficient implementation of adiabatic pulses into
the surface NMR framework, a NOM approach is used to design
pulses specifically intended for surface NMR conditions. This ap-
proach implicitly balances a desire to build a pulse that produces a
large signal amplitude given a heterogeneous applied magnetic field
with the need to ensure a minimum level of adiabaticity is main-
tained throughout; producing the shortest duration pulse that en-
sures a minimum adiabaticity is maintained over a specified B1

range. The performance of the NOM pulse is compared against al-
ternative adiabatic pulses described by linear (chirp) and hyperbolic
tangent sweeps, and it is observed to provide an equivalent ability to
generate a transverse magnetization (Mx component) while reduc-
ing the pulse duration and power requirements. The NOM approach
is also observed to provide sharp resolution and large signal ampli-
tudes. An additional advantage of the NOM approach is that it
presents an intuitive parameterization, allowing straightforward
control of the range of B1 in which the pulse performs optimally.
Comparing the two previously used adiabatic pulses (chirp and hy-
perbolic tangent) demonstrates that the hyperbolic tangent pulse
provides better resolution and larger signal amplitudes compared
with the chirp pulse. Note that the hyperbolic tangent pulse defined
by η ¼ 4 produces similar levels of resolution and signal amplitudes
as the investigated NOM pulses for an amplitude-only inversion.
The NOM pulse defined by A∕2π ¼ 100 Hz, B∕γ ¼ 3e − 7 T,

γ0 ¼ 4, and ν ¼ 1 was observed to provide a good balance between
improved signal amplitude, high resolution, and relatively short
pulse duration. For integration into the surface NMR experimental
protocol, we recommend the implementation of a single NOM
pulse, in which the depth sensitivity is controlled by varying the
peak current amplitude similar to the traditional on-resonance

sounding approach. Ultimately, the NOM approach presents an
opportunity to improve S/N in surface NMR, expanding the range
of conditions in which the technique may be used.
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APPENDIX A

DETERMINING THE FREQUENCY SWEEP USING
THE NOM APPROACH FOR SURFACE NMR

TRANSMIT CONDITIONS

The NOM approach provides the ability to determine the fastest
possible frequency sweep satisfying a minimum acceptable adiaba-
ticity level over a particular B1 range given fixed shapes of the
ΔωðtÞ and ω1ðtÞ functions. For the scenario in which the transmit
coil’s frequency response is used to modulate the current amplitude,
the shape of the ΔωðtÞ and ω1ðtÞ functions can be described by a
parametric function of time ξðtÞ, where

ΔωðtÞ¼AξðtÞ; and ω1ðtÞ¼
C
π

T∕2

ðAξðtÞÞ2þ
�
T
2

�
2
; ξε½1;0�:

(A-1)

This describes the situation in which the transmit frequency can be
freely modulated, but its amplitude is coupled to the instantaneous
transmit frequency via the coil response. The coil response in equa-
tion A-1 is modeled as a Lorentzian. The T term is the FWHM of
the Lorentzian, and it is related to the coil quality factor Q. The C
term is used to scale the magnitude of ω1ðtÞ when Δω ¼ 0 (ω1 ¼
γB1 when Δω ¼ 0). The boundary conditions of ξðtÞ (ξðt ¼ 0Þ ¼ 1

and ξðt ¼ τÞ ¼ 0) are selected to ensure that ΔωNOMðtÞ begins at an
initial offset equal to A and sweeps toward zero at the end of the pulse
(as required for an AHP). To determine ξðtÞ using the NOM ap-
proach, equation 2 is rewritten in the following form (accomplished
by expanding equation 2 using equation 1) (Rosenfeld et al., 1997):

Γðω0; tÞ ¼
ðν2ω2

1 þ Δω2Þ3∕2
νjΔωω1

· − ω1Δω
·
j
: (A-2)

The ν factor is used to describe the B1 range where Γ cannot drop
below a specified minimum. Substitution of equation A-1 into A-2
gives

ΓðtÞ ¼

�
ν2B2ðT∕2Þ4

ððAξðtÞÞ2þðT∕2Þ2Þ2 A
2ξðtÞ2

�
3∕2

ν_ξ

���� 2ABðT∕2Þ2ðAξðtÞÞ2
ððAξðtÞÞ2þðT∕2Þ2Þ2 þ

ABðT∕2Þ2
ðAξðtÞÞ2þðT∕2Þ2

����
; (A-3)

where we have assumed that the time derivative of ξðtÞ (denoted by _ξ)
is negative (i.e., ξðtÞ is monotonically decreasing from 1 to 0). To
ensure a minimum adiabaticity γ0, we require
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ΓðtÞ ≥ γ0: (A-4)

Combining equations A-3 and A-4 and rearrang-
ing for _ξ yields

dξ
dt

≥
1

γ0
fðξ; νÞ; (A-5)

where fðξ; νÞ is equal to all terms on the right side
of equation A-3 excluding _ξ. To satisfy equa-
tion A-4, the minimum of fðξ; νÞ for all values
of ν (νmin and νmax are used to specify a B1 range
where equation A-4 must be satisfied) is calcu-
lated. Given the minimum value of fðξ; νÞ
for each ξ, the optimal timing is found by integrat-
ing equation A-5 to give

tðξÞ ¼ γ0

Z
ξ

1

dξ 0 minðfðξ 0; νÞÞ−1: (A-6)

Once the timing of the sweep is known, ΔωNOMðtÞ
is known.

APPENDIX B

SELECTING A PARTICULAR NOM
PULSE WELL-SUITED TO SURFACE

NMR CONDITIONS

To select a suitable NOM pulse for surface
NMR (for the scenario in which ω1 is coupled
to the instantaneous Δω) appropriate A, γ0, ν,
and B values must be determined. This requires
balancing a desire to improve the signal ampli-
tude while ensuring that the pulse duration does
not become excessive. Figure B-1 illustrates a
simple sensitivity analysis of the Mx profile to
each parameter defining the NOM pulse; for each
row, one of the parameters is varied and the others
are held fixed. This approach provides a simple
means to identify a narrow range of parameters
expected to perform well. Table B-1 defines the
parameters used in each row of Figure B-1. The
top row illustrates the influence of the A param-
eter. Increasing A has little influence on the Mx

profile at small B1 but does improve performance
at larger B1. Larger A also results in longer pulse
durations (Figure B-1b). Given that the B1 range
(large B1) that displays sensitivity to A is only
present in the subsurface for strong currents
and/or close to the coil, we recommend selection
of small A (e.g., A∕2π ¼ 100 Hz). This reduces
the pulse duration without affecting performance
at small B1. Figure B-1c indicates that the selec-
tion of the minimum adiabaticity plays a strong
role in controlling the effectiveness of the adia-
batic pulse in a heterogeneous B1. For low γ0
(e.g., γ0 < ∼3, darkest profiles), the Mx profile

Table B-1. Parameters defining the NOM pulses illustrated in Figure B-1.

Figure B-1a
and B-1b

Figure B-1c
and B-1d

Figure B-1e
and B-1f

Figure B-1g
and B-1h

A∕2π 50:50:400 100 100 100

γ0 4 1:10 4 4

νmax (ν ¼ ½1νmax�) 1 1 1:1:10 1

B∕γ � 1e − 7 3 3 3 2:1:10
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Figure B-1. A sensitivity analysis demonstrating the impact of each parameter defining
the NOM pulse on the expected Mx profiles (left column) and the resulting duration of
the NOM pulse (right column). The first, second, third, and fourth rows illustrate the
sensitivity to the A, γ0, ν, and B parameters, respectively. Only one parameter is varied
within a single row; Table B-1 indicates the parameters used to form all NOM pulses in
each row. The black and gray profiles or dots correspond to small and large values of
each parameter; Q ¼ 10 in all cases.
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is poor and does not reach one at the target B1 amplitude of 3e − 7 T.
As γ0 increases, the Mx profile broadens and the pulse produces
a fully transverse magnetization over a greater range of B1. Fig-
ure B-1d shows that this improved performance results comes at
the cost of an increased pulse duration, in which extremely long
pulses result if large γ0 is selected. We recommend selection of
γ0 ¼ 4, given that it provides a balance betweenMx ∼ 1 at the target
B1 amplitude and a shorter pulse duration. Figure B-1e illustrates the
sensitivity of the Mx profile to ν. In each case, the minimum adia-
baticity is ensured over a B1 range equal to 3e − 7 T to νmax � 3e − 7

T, where νmax ¼ 1 − 10. Increasing νmax is observed to extend the
Mx profile to largerB1, while requiring a modest increase in the pulse
duration (Figure B-1f). Similar to the A parameter, the B1 region dis-
playing sensitivity to ν is primarily present at shallow depths and/or
for large currents. Therefore, we recommend selecting ν ¼ 1; this
simplifies the design of the pulse by allowing the selection of B
to specify the target B1. The final parameter that needs to be specified
is B. Figure B-1g illustrates that B strongly influences the Mx pro-
file’s position. Selecting B specifies the B1 amplitude at which the
minimum adiabaticity is ensured, effectively allowing the range of B1

in which the adiabatic pulse performs as desired to be controlled.
Ensuring the minimum adiabaticity at smaller B1 amplitudes (i.e.,
small B values) requires longer pulse durations (Figure B-1h). How-
ever, prior to selection of a B parameter, we must also ensure that the
corresponding NOM pulse is capable of producing large signal am-
plitudes and high-resolution images for surface NMR conditions.
Figures 5 and 6 provide insight into the performance for NOM pulses
defined by several different B values (B∕γ ¼ 4e − 7 T [left columns],
3e − 7 T [center columns], and 2e − 7 T [right columns]). Decreas-
ing B is observed to improve resolution and increase the signal am-
plitude (for this 30% water content half-space example). To balance
a desire for sharp resolution and large signal amplitudes with a rea-
sonable pulse duration, we recommend selecting B ¼ 3e − 7 T.
To summarize, we recommend the use of a NOM pulse defined by
A∕2π ¼ 100 Hz, γ0 ¼ 4, ν ¼ 1, and B∕γ ¼ 3e − 7 T (the NOM
pulse investigated in the center columns of Figures 5 and 6). The
ΔωðtÞ function corresponding to this pulse is also shown by the black
line in Figure 2a. Note that this set of parameters does not define the
optimal NOM pulse for all conditions; it defines a NOM pulse ex-
pected to provide reliable performance while balancing several com-
peting desires (e.g., large signal amplitudes versus short pulse
duration).
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