A resolution study of buried valleys using laterally constrained inversion of TEM data
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A B S T R A C T

In this paper we present a study where the 1D laterally constrained inversion (1D-LCI) algorithm is used to invert continuously sampled synthetic 2D TEM data sets with 3D near-surface resistivity variation. The models are intended to closely resample typical hydrogeological targets such as paleo-channels or buried valley structures. In many parts of the world, these structures carry significant groundwater resources, or they can be associated with mineral deposits. Generating synthetic responses over known targets is an efficient way to quantify how well a model is recovered by a combination of the applied geophysical method and the inversion algorithm. The 1D-LCI algorithm is used to study the applicability of the method for groundwater investigations since Fitterman and Stewart (1986) undertook a theoretical study on the applicability of the method for groundwater investigations. It is a fast and relatively cheap method for exploring the subsurface. The method yields high resolution of layers with low-resistivity making it suitable for delineation of high-resistivity aquifers bound by heavy clays, or for mapping fresh water–salt water interfaces (e.g. Meju et al., 1999; Dugue et al., 2008).

During the last decade new and enhanced helicopter-borne TEM systems have been developed. These systems not only increased the data volume significantly, but also gave so far unseen resolution capabilities of the subsurface. In some systems the data quality is comparable to that of similar data from ground-based systems and therefore calls for application of quantitative modeling and inversion algorithms. We maintain that the speed of processing and inversion is not as important as stability and the capability to extract maximum information about the subsurface resistivity structures from the data. Preferably, the inversion algorithm should benefit from the dense spatial data distribution obtained from the helicopter systems. This is possible if a traditional inversion scheme of single-site data sets is expanded to simultaneously inverting a large number of data sets along a profile thereby creating pseudo-2D images using a 1D based forward solution. An example of such an algorithm is the 1D laterally constrained inversion (1D-LCI) by Auken et al. (2005), Santos (2004) has published a similar algorithm for EM34 data.

A number of approaches for the 3D forward modeling of time domain EM response have been presented in the literature by e.g. Arnason (1995), Best et al. (1995), Alumbaugh et al. (1996) and Sugeng (1998). Full 3D inversion of TEM data is more rare. However, algorithms have been presented by e.g. Alumbaugh and Newman (2000) and Haber et al. (2004). Even though these studies show that 3D inversion of TEM data is possible, the computation power involved is significant, and presently efficient use of the algorithms requires access to small computer clusters. Multi-source data as airborne TEM data are even more challenging because the electric fields in the subsurface have to be solved for each source position.
At present state, inversion of TEM data in a 3D environment is possible using a 1D forward solution. During the years, a number of papers have dealt with the effect of 3D structures in 1D interpretation of TEM data, e.g., Newmann et al. (1987), Goldman et al. (1994), Auken, (1995) and Hördt and Scholl, (2004). In general, these studies show that, if the geological environment consists of gently varying 3D structures with moderate resistivity contrasts, the 1D inversion approach in many cases gives a good recovery of the true model. In environments with high-resistivity contrasts and strong 3D features a 1D based inversion algorithm is strongly influenced by 3D effects and will in many cases provide unreliable models.

In the following an inversion algorithm is used enabling production of pseudo 2D images in a moderate 3D environment, which resembles many hydrogeological sedimentary environments. The modeled data are based on synthetic 2D models with strong 3D near-surface resistivity variations contaminated by noise. The pros and cons of using the 1D-LCI algorithm are explored, and the experiences gained are used to invert a short profile of SkyTEM data.

2. Methodology

In the following we will describe the steps involved in the investigation, i.e.: 1) selection of the geological models, 2) calculation of the 2D forward data, 3) addition of noise to make data appear as field data, 4) inversion and 5) a final analysis of inversion results. In the following we discuss these steps.

2.1. The investigated geological models

The presented geological models are chosen from Jørgensen et al. (2003). They represent typical glacial geological models often referred to as buried valleys (see sketch in Fig. 1). Buried Quaternary valleys are complex structures filled with various deposits consisting primarily of glacio-lacustrine clay, till and meltwater sand and gravel. The valleys are important hydrogeophysical targets, because they often represent significant aquifers used for public water supply. The ability to map the valleys depends primarily on valley geometry, infill structure and the resistivity of the fill sediments and the substratum.

In all cases, the base model is a valley incised in either a homogeneous or a layered half-space, and the flanks of the valleys are sloping 26° reaching the bottom at a depth of 150 m. The top-layer is
30 m thick. The first model (Fig. 1a) represents a valley carved into Miocene sand with medium to high-resistivity of 80 ohm-m, filled entirely with glacio-lacustrine clay (20 ohm-m) and covered with clay till (10 ohm-m). Fig. 1b shows a simple model of a valley incised into a good conductor of Paleogene clay. The resistivity of the Paleogene clay is 5 ohm-m. The valley is filled with meltwater gravel of 100 ohm-m with an internal thin layer of glacio-lacustrine clay (20 ohm-m) and covered by clay rich till of 40 ohm-m. The last model in Fig. 1c represents also a younger valley filled with meltwater gravel cut into an older one filled with glacio-lacustrine clay in the lower sections and meltwater gravel in the uppermost sections. The old valley is incised into Paleogene clay and Miocene sand, and the entire structure is covered by clay till.

2.2. 3D forward modeling and model description

To carry out the modeling, the geological sketches in Fig. 1 are turned into simplified 3D models with the lithology translated to electrical resistivities. Apart from the top-layer, the model is a 2D structure. Thus, the valley structures extend to infinity in both directions perpendicular to the profile section. Fig. 2 shows schematically a cross section for the models in Fig. 1.

To simulate the effect of an inhomogeneous top-layer (the first layer Fig. 2), the resistivities of the top-layer cells are calculated using a Gaussian distribution of the logarithm of the mean layer resistivity. The mean of the Gaussian distribution is 40 ohm-m at left sides and 400 ohm-m at right sides of the profiles (except for model 3 which has the 40 ohm-m layer through the entire section length). Also, the top-layer has an abrupt change in resistivities in the centre of the profile, which has three purposes: 1) to simulate a strong near-surface 2D effect and 2) to generate two different models with the same base model and 3) to exercise the capabilities of the inversion algorithm.

The forward responses were calculated using the code of Árnason (1995). The code solves for the electric and the magnetic fields on a 3D finite difference (3D FD) grid using spectral Lanczos decomposition for solving the matrix equation. The code calculates the impulse response from a rectangular loop located on the surface of the model.

Due to numerical considerations the 3D FD grid cannot enlarge sufficiently to describe the entire geological model shown in Fig. 2. Therefore, the geological model is discretized in what is called a model grid consisting of cubes with a side length of 10 m and each cube assigned a resistivity according to the model, as illustrated in the bottom of Fig. 3. To calculate the 3D response at a specific location in the model grid, the 3D FD grid is superimposed on the model grid (Fig. 3, top). The resistivity of each cell in the 3D FD grid is then calculated as a volume weighted logarithmic average of the conductivities in the implied model grid cells (Jacobson, 2004). Simplified 2D resistivity models for presentation are obtained from each 3D model by cutting a vertical cross section at position y=0 (also illustrated in Fig. 3).

In detail, the 3D FD grid has a fine central part containing the model, the transmitter and receivers as well as padding zones both laterally and vertically (Fig. 3). The grid has 53×53 nodes in the x-y plane and 40 nodes in the z-plane (a total of 112,360 nodes). In a 160×160 m center of the grid, the node distance in the x-y plane is 10 m. Outside this area, the nodes are distributed by 10 nodes per decade. In the z-direction the upper 10 nodes are linearly distributed with spacing 10 m and below that with 10 nodes per decade. The total size of the grid is approx. 6200×6200×3100 m. The grid dimensions yield accurate data from about 8 μs to 2–4 ms.

Numerous experiments with the setup of the grid are described in Toft (2001). He also tested the finite difference code against the models in Auen and Christiansen (2004) which were calculated using the integral equation code of Wannamaker et al. (1984). He finds that the responses using a 3D grid like the one described above differ less than 10% at all times.

2.3. LCI inversion

The laterally constrained inversion scheme is described in detail in Auen and Christiansen (2004). The model is represented by stitched-together 1D models along a section of a profile as outlines in Fig. 4. The lateral distances between the 1D models are determined by the sampling density of data and may be non-equidistant. The model parameters are layer resistivities and thicknesses, and the data are time-series of the time-derivative of the magnetic field measured at the sounding positions.

For the practical field application, the data sets have to be divided into sections with typically up to 1000 model parameters. In the
synthetic part of this study, all data sets are inverted simultaneously, minimizing a common objective function including the lateral constraints. Consequently, the output models form a balance between the constraints, the physics of the method and the data. Model parameters with little influence on data will be controlled by the constraints and vice versa. Due to the lateral constraints, information from one model will diffuse to neighbouring models. The lateral constraints can be considered as a priori information on the geological variability (within the partly overlapping sensitivity volumes of the measurements). The smaller the expected variation for a model parameter is, the tighter the constraint should be. The resulting model is laterally smooth with sharp layer interfaces. In practice the number of free parameters in the inversion is reduced because of the assumption that geological coherence is represented by the lateral constraints. The implementation of the LCI algorithm also allows adding geological a priori information on any of the model parameters – resistivities, thicknesses or depth to interfaces.

The 1D-LCI algorithm was originally developed for resistivity data (Auken et al., 2005), for which it efficiently suppresses static effects and to some extent decreases the number of equivalent model layers. The algorithm minimizes the objective function using the L2-norm. Furthermore, due to the lateral constraints, the 1D-LCI resistivity algorithm is robust to 2D earth structures. TEM data do not suffer from static effects, and for the central loop configuration the method is relatively insensitive to lateral resistivity variations. The main expected outcome of the 1D-LCI is therefore an enhanced model resolution in the deepest parts of the model corresponding to late decay times.

The laterally constrained inversion is an over-determined problem. Therefore, a sensitivity analysis for the model parameters can be calculated. This is essential for assessing the resolution of the output model (Tarantola and Valette, 1982) and evaluating the integrity of the model.

Because the model parameters are represented as logarithms, the analyses provide a standard deviation factor (STDF) of the parameter (equation 11 in Auken et al., 2005). The STDF corresponds to the standard deviation in log space of the model parameter. As the theoretical case of perfect resolution has a STDF = 1, a factor of STDF > 1.1 is approximately equivalent to an error of 10%. We consider that well resolved parameters have a STDF < 1.2, moderately resolved parameters within 1.2 < STDF < 1.5, and poorly resolved parameters within 1.5 < STDF < 2, and that unresolved parameters have a STDF > 2.

2.4. Natural noise contribution and data processing

To obtain realistic results we try to imitate the characteristics of field data as close by as possible. The transient data value for a given time gate is an averaging of the induced electromotive force in the receiver coil within the gate interval. Ground-based methods normally use logarithmic gating, implying that the length of a gate is proportional to the delay time. If the surrounding noise is white (i.e., stochastic and with same power through all frequencies), logarithmic gating results in an average noise decay proportional to \( r^{-1/2} \) (Munkholm and Auken, 1996). However, the noise spectrum is not completely white, as it is often dominated by AM radio transmitters with high coherent peaks at single frequencies. This overlays the white noise and averaging and stacking result in an effective noise decay of \( r^{-1} \) (Christiansen and Christensen, 2003). The noise from radio transmitters dominates at early times, whereas the stochastic noise dominates at late times. The total noise is the sum of both contributions.

In sedimentary environments with relatively high signal levels, the \( r^{-1} \) noise can be neglected leaving:

\[
V_{\text{resp}} = V + G(0,1) \cdot \left[ \text{STDF}_{\text{uni}}^2 + \left( \frac{V_{\text{noise}}}{V} \right)^2 \right]^{1/2} \cdot V, \tag{1}
\]

where \( V_{\text{resp}} \) is the perturbed synthetic data, \( V \) is the synthetic noiseless data, \( G(0,1) \) is the Gaussian distribution with zero mean and standard deviation 1, \( \text{STDF}_{\text{uni}}^2 \) is the uniform noise, and \( V_{\text{noise}} \) is the background noise contribution. \( V_{\text{noise}} \) is given by

\[
V_{\text{noise}} = b \left( \frac{t}{1 \cdot 10^{-1}} \right)^{1/2}, \tag{2}
\]

where \( b \) is the noise level at 1 ms. Our experience shows that, in many parts of the world, this number ranges between 1 nV/m² to 5 nV/m² with a stack size of 1000 transients. The uniform standard deviation accounts for instrument and other non-specified noise contributions. It is typically set to 2% for \( \text{dB/dt} \) responses.

Fig. 5 shows an example of the effect of noise perturbation with the noise model described in Eq. (1). The lower curve assumes a transmitter moment of 4800 Am² corresponding to a current of 3 A transmitted in a 40×40 m² loop. The effect of the noise perturbation is obvious, especially around 1 ms, where the transition between noiseless data and noise dominated data occurs. The effect of increasing the transmitter moment by a factor of 25 is seen on the upper curve. In this case the transition from noiseless to noise dominated data occurs around 7 ms.

After noise perturbation data were processed as if they were field data. This includes an automatic removal of the noisiest data points, followed by a visual inspection checking the outcome of the automatic procedure.

2.5. 1D forward modeling

The synthetic data are true impulse responses and therefore not influenced by the effect of transmitter turn-off ramps and low-pass filters in the receiver system (also called the system response). For the field data example, these effects are modeled in the forward code and not by deconvolution of the measured data sets. Our experience shows that deconvolution of system parameters in the data sets tends to be an unstable process. Our forward modeling algorithm (based on Ward
and Hohmann, 1988) includes modeling of low-pass filters (Effersø et al., 1999) and the turn-on and turn-off ramps (Fitterman and Anderson, 1987). For field data the errors are estimated from the data stack.

3. Synthetic examples

The following is a presentation of inversion results of the models shown in Fig. 2. For each model we applied a few-layer single-site inversion and a laterally constrained inversion, LCI. The output of the few-layer inversion is defined by the model with the smallest number of layers fitting the data to a satisfactory level. This is evaluated for each data set on the profile and afterwards stitched together to one pseudo 2D image. The LCI method takes in all data sets and models in one batch and has the same number of layers along the profile. The number of layers is determined as the maximum number of layers used in the few-layer single-site inversion.

Set-up of the lateral constraints requires consideration of the sampling density along the profile. The constraints between the models are based on 1) every TEM resistivity model being constrained to its nearest models in both directions and 2) the lateral constraint for parameter \( n \), \( C_n \), being scaled according to the model separation, \( d \), using a pragmatic power law formulation.

\[
C_n = (C_r^n - 1) \left( \frac{d}{d_r} \right)^p + 1
\]  

where \( C_r^n \) is a reference constraint, which is a function of some reference distance, \( d_r \). Therefore, if the distance between two constrained models is twice that of the reference distance, the constraint values between the two models are multiplied by a factor of 2. In this study, \( p \) was set to 0.5 by trial-and-error achieving a subsurface image with sufficient complexity while maintaining laterally coherent layers.

Fig. 6. Panel (a) is a profile in the center part of the true model 1. Panel (b) is a section of stitched-together few-layer inversions with the analyses and data residuals plotted below. Panel (c) is the four-layer LCI-section with the analyses and residuals for lateral constraints and data plotted below. The analyses use a four-graded color code ranging from red (well determined) to blue (undetermined).

Fig. 7. In (a) model responses from 1D models at coordinate 2400 m are shown, according to the models plotted in (b). The stitched-together few-layer model and response are shown with the solid line, the LCI model and response are shown with the dashed line.
In all cases the starting model is a half-space with a uniform resistivity of 50 ohm-m. The layer thicknesses of the starting model were logarithmically distributed. Care was taken that no layer boundary in the starting model was equal to a layer boundary in the 2D model. Inversions were calculated with four or five layers. The five-layer model was only picked for presentation if the data residual for that model was significantly lower than the residual for the four-layer model. It has to be emphasised, though, that in all cases the five-layer model gave similar results as the four-layer model as the inversion algorithm tends to end up with two consecutive layers with about the same resistivity if the model has too many layers.

The lateral constraints can be applied on thicknesses as well as depths. Constraints on depths favour horizontal layer boundaries whereas constraints on thicknesses favour constant thickness in layers. For this case, we have used lateral constraints on depths. Constraints are relative for both resistivities and depths. We used reference constraints, $C_r$, of 1.2 on all the resistivities and 1.1 on all depths. The reference distance, $d_r$, is 20 m, reflecting the sounding distance for the synthetic examples. This means that models are allowed to vary approximately 20% in resistivities and 10% in depths over 20 m in average.

![Model 2](Fig. 8. Panel (a) is a profile in the center part of the true model 2. Panel (b) is a section of stitched-together few-layer inversions with the analyses and data residuals plotted below. Panel (c) is the 5-layer LCI-section with the analyses and residuals for lateral constraints and data plotted below. Panel (d) is similar to (c) except that a priori information about the resistivity of the lower high-resistive layer is added to the inversion.)

![Fig. 9.](In (a) model responses from 1D models at coordinate 2400 m are shown, according to the models plotted in (b).)
3.1. Model 1 — simple incised valley

The first synthetic model shown in Fig. 6a is a simple incised valley with a varying cover layer.

The few-layer stitched-together model section is presented in Fig. 6b. The top-layer is well resolved in both sides, with mean resistivities reflecting the mean resistivities of the layer. The resistivity change in the central part is also resolved, with only an indication of associated 2D effects. On the flanks of the valley, the high-resistive bottom layer is resolved, but in the central part, for depths larger than 130 m, the bottom layer cannot be resolved. The parameter analyses reflect mainly well determined parameters whenever the model has only two layers and a somewhat poorer determination of the three- and four-layer models. The data residuals are in all cases well below one, indicating that data are fitted within the observation error.

A four-layer LCI model is shown in Fig. 6c. The most pronounced difference compared to the few-layer inversion is the resolution of the depth of the valley for the entire profile. The lateral constraints draw information on the layer boundaries and layer resistivities to the centre of the profile, where only limited information of the depth to the bottom of the valley is available. The analyses present well to moderately-well determined parameters. The depth to the bottom of the valley is well determined taking advantage of the information coming from the lateral constraints. The data residuals of the lateral constraints are well below one, except for the central part where the lateral constraints are “stressed” due to the rapid resistivity changes in the first layer required by the data.

Fig. 7 shows plotted data and models from coordinate 2400. Obviously there is little evidence in the data about the bottom layer at this position as reflected in the few-layer inversions. However, including the lateral constraints restricting the geological variation we see that the resulting model closely resembles that of the true 1D model at that site. The underestimated depth to the bottom layer is most likely explained by 2D effects from the sides of the valley causing the signal to be too low at late times.

3.2. Model 2 — low-resistive layer

The valley model in Fig. 8a is incised in a low-resistivity background with a high-resistivity fill containing a low-resistivity layer. The few-layer stitched-together model section is presented in Fig. 8b. Similar to the analysis of model 1, the top-layer is well resolved...
on both sides. The flanks of the low-resistivity valley floor are also well resolved, but in the central part the information on the depth of the valley floor is lost. The three layers filling the valley are not resolved. The top high-resistivity layer in the valley is resolved on the right side, but only partly resolved on the left side indicating strong equivalence and possibly 2D effects from the sharp transition in the top-layer. The low-resistivity layer and the bottom high-resistivity layer in the valley are combined to one layer with an intermediate resistivity. The reason for the left and right sides differing that much can be explained by “screening”. A low-resistivity top-layer produces a high response at relatively later times compared to a high-resistivity layer. The weak response from the underlying high-resistivity layer drowns in this response and the resolution of the layer is partly lost. The model parameter analyses reflect mainly well determined parameters, and the data residuals are well below one.

A 5-layer LCI inversion is shown in Fig. 8c. In this section, the top high-resistivity layer of the valley fill is resolved. The screening of the second layer is not as pronounced as in the stitched-together section, but still indicated by slightly more shifted layer boundaries to the left side of the model compared to the right side. The bottom two layers of the valley fill are still not resolved, although some indication of a higher resistivity in the bottom is seen.

In order to investigate further the capabilities of the LCI method to detect poorly resolvable layers, we added a priori information to one sounding on the profile. The a priori information is intended to represent a drill hole in which we have detailed information on layer thicknesses and resistivities. The a priori drill hole information is added at coordinate 2620 and consists of information on layer boundaries and layer resistivities. The information is added with an uncertainty factor of 1.2 on resistivities and 1.1 on depths. The result of the LCI model with the a priori drill hole information added is seen in Fig. 8d. Compared to the model with no a priori drill hole information, it is now possible to distinguish the two bottom layers filling the valley. It is important to notice that the a priori drill information migrates from the point of insertion throughout the profile caused by the lateral constraints.

Fig. 9 shows plotted data and models from coordinate 2400 m. Even here, more than 200 m (11 soundings) away from the point where the a priori information was added, the model resolution clearly improved (Fig. 9b) although not clearly visible on the data fit (Fig. 9a).

3.3. Model 3 — 2D valley fill

The valley model in Fig. 10a represents a low-resistivity 2D-structure filling the right side of the valley floor. The few-layer stitched-together model section is presented in Fig. 10b. The most striking feature is the lack of information on the depth extent of the low-resistivity 2D body at the right side of the valley. The parameter analyses reveal a mixture of well and poorly determined parameters except for the resistivity of the first layer which is well determined throughout.

The LCI-section in Fig. 10c enhances the resolution of the low-resistivity 2D body because the lateral constraints are able to extract

---

Fig. 11. The map shows the Stjær field area covering approximately 40 km². Each dot represents two soundings; a high- and a low-moment sounding. A total of 140 km of profile data were measured resulting in 1347 soundings combining a high- and a low-moment data set.
Fig. 12. Panel (a) is a section of stitched-together few-layer inversions with the analyses and data residuals plotted below. Panel (b) is the 4-layer LCI-section with the analyses and residuals for lateral constraints and data plotted below. The analyses use a four-graded color scale ranging from red (well determined) to blue (undetermined).
information from the sides underneath the bottom of the body. As a side effect the edges of the small side-valley around coordinate 2300 m are somewhat smoothed, but neither the data nor the lateral constraints show a significantly misfit indicating that the constraints are properly set.

In this case the determination of the low-resistivity 2D body, of course, depends heavily on the data quality. In Fig. 10d and e we have simulated the result obtained if the magnetic moment of the transmitter was 50,000 Am² instead of 4800 Am² (as used in all previous sections). Increasing the magnetic moment by a factor of = 10 improves the S/N ratio, which results in more reliable data at late times. The penetration depth is enhanced by a factor of ≈1.6.

The results of the higher moment appear from Fig. 10d and e for the stitched-together section and the LCI-section, respectively. The effect of the increased moment is obvious in the stitched-together section where the extension of the low-resistive 2D body is now accurately delineated. The high-resistivity second layer is still influenced by equivalences resulting in rapid non true variations along the profile.

The data quality improved essentially at late times only and the low-moment data already contained sufficient information in that part to outline the main features. Therefore, the LCI-section (Fig. 10e) using the high-moment data reveals no important improvement compared to the result with the low-moment data (Fig. 10c).

4. Field example, SkyTEM survey, Denmark

In order to illustrate the applicability of the LCI algorithm to field data, we present a data set measured with the SkyTEM helicopter-borne system. More details about the system can be found in Sorensen and Auken (2004). Very briefly, the SkyTEM system produces data sets with high and low moments alternating along the profile. Data sets are separated by approx. 30–50 m depending on the flight speed. In the illustrated field example, the magnetic moment was 28,000 Am² for the high-moment and 4700 Am² for the low-moment. By experience we know that the penetration depth in the current geological environment is approximately 150 m. Currently (February 2008), the SkyTEM system has a maximum moment of 150,000 Am². To avoid alternating models along the profile, a normal 1D inversion of these data combines one low-moment with one high-moment sounding to produce just one model. In the LCI-concept the high-moment and low-moment soundings are treated as individual data sets, thus resulting in twice the number of models.

Data are presented here from the 40 km² Stjærl survey shown in Fig. 11. Each black dot represents two soundings: a low- and a high-moment sounding. Average spacing between flight lines is 250 m. All soundings have been removed in a 100–150 m wide buffer zone around most roads because of transmitter induced couplings in power lines and cables buried on the roadsides (Danielsen et al., 2003).

In general terms, the geology of the survey area consists of Danien freshwater saturated limestone at the bottom, and, on top of this, 50–100 m heavy Paleogene clay with an average resistivity of 5 ohm-m. The upper 20–50 m consist of till with a varying clay content and glacial sands. It was expected that one or more buried valleys were incised into the Paleogene clay. These valleys are filled with outwash sand and gravel and represent important aquifer structures (Auken et al., 2003, Jørgensen et al., 2003).

The results of the data inversion are shown in Fig. 12. The white section in the profile reflects data that have been removed due to coupling to man-made conductors. Panel (a) presents the stitched-together few-layer 1D inversions. The data sets are inverted using 2, 3, 4 or 5-layer models. The general appearance is a low-resistivity layer at depth with more resistive layers on top and with a pronounced valley structure at the right side of the profile. The depth to the bottom of the valley structure is confirmed by a drilling located on the left flank of the valley some 170 m away from the profile. To the left, a more resistive layer is seen below the low-resistivity layer. The top-layer displays mixed high and low resistivities indicating mixed glacial sediments. The low-resistivity layer has a fairly constant resistivity of 5 ohm-m with an undetermined thickness, except for the left part which is approximately 100 m thick. The bottom layer to the left appears to have moderate- to high-resistivity, but the resistivity is poorly determined as shown in the analyses below. This is most likely the Danian chalk found elsewhere in the area. The analyses reveal mainly well determined parameters for the top-layers, but only moderately to poorly determined parameters for the bottom layers. Data are well fit within a normalized residual of 1 all along the profile.

The LCI-section in Fig. 12b reveals the same overall characteristics as the stitched-together 1D inversions, but with a smoother and more continuous appearance. Applying the lateral constraints it is seen that the high-resistivity layer at depth is found for the entire profile except beneath the valley structure. Thus, the lateral constraints add sufficient information of the expected geological variability to extract from the data the sparse information of this layer. The analyses reveal well determined parameters except for the resistivity of the bottom layer which is undetermined. Note, however, that a high-resistivity layer at depth is needed to fit both the data and the lateral constraints, but we are unable to say anything about the resistivity other than high. The data and constraint residuals are fit mostly below a normalized residual of 1.

In panel (c) a geological interpretation has been drawn on top of the profile. Most interesting is the location of the valley and the apparently associated depression in the Danian chalk. The survey area is located at the southern flank of a salt diapir, which pushes the entire sequences upwards. It is known from other salt structures that the chalk sitting on the top and sides of the salt-structure is likely to be faulted. In this case it seems that pre-paleogene depression in the chalk gives a constant thickness of the clay package. The depression seen in the chalk actually migrates all the way to the surface on which a small valley is seen. The drilling was made based on the valley structure location foreseen by the SkyTEM investigation. Today the bore hole is used for extracting drinking water from the valley.

5. Discussion

The LCI algorithm is formulated in general concepts, i.e. it works equally well on different kinds of data sets along a profile as on the same data type along the profile. The latter is what is presented in this paper. Experiments with promising results have been performed with combined LCI inversion of DC and TEM data (Christiansen et al., 2007) as well as combined inversion of DC and surface wave dispersion data (Wisen and Christiansen, 2005). In these cases, the different sensitivities of the different physical parameters (resistivity, density, velocity, etc.) are combined to optimize the best layered model.

The LCI was originally developed for producing 2D models, but with a 1D forward solution. This was extended so the algorithm for DC data exists in a version where the forward solution is based on a 2D finite difference forward solution (Auken and Christiansen, 2004), producing layered 2D models. With a time-efficient 2D or 3D forward code for TEM data, a LCI algorithm could easily be implemented for TEM data as well.

6. Conclusion

We have shown that the 1D-LCI algorithm modified for inversion of densely sampled TEM data results in highly enhanced images of the subsurface resistivity structures. The algorithm has been thoroughly tested on a suite of typical models resembling 2D buried valley structures with a 3D varying overburden.

Comparison of single-site independent inversion with the LCI inversion shows that, in general, the LCI does not change well resolved parameters, whereas it improves the resolution of weakly resolved parameters, because information from neighboring soundings diffuses through the lateral constraints. In other words, "gaps" are not just
filled between the soundings, but the number of free parameters in the inversion is reduced because of the assumption that geological coherence is expressed by the lateral constraints. This was clearly demonstrated by both the synthetic examples and the field example where the surface of a limestone layer, buried under almost 100 m of tertiary clay with low-resistivity, was resolved by applying the LCI algorithm.

The presented study also illustrated that inversion of data measured over a 2D geological environment with moderate resistivity contrasts, using an algorithm based on a 1D forward solution, is quite robust and gives reliable images of the subsurface. Major features are well recognized whereas minor features, because of the diffusive nature of the subsurface currents, are to some extent smeared out.
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